
   
      
      
   
Observing Optimization
Eliezer Yudkowsky, 21 November 2008 05:39AM
Followup to: Optimization and the Singularity
 In  "Optimization and the Singularity" I pointed out that history since the first replicator, including human history to date, has mostly been a case of nonrecursive optimization - where you've got one thingy doing the optimizing, and another thingy getting optimized.  When evolution builds a better amoeba, that doesn't change the structure of evolution - the mutate-reproduce-select cycle.
 But there are exceptions to this rule, such as the invention of sex, which affected the structure of natural selection itself - transforming it to mutate-recombine-mate-reproduce-select.
 I was surprised when Robin, in "Eliezer's Meta-Level Determinism" took that idea and ran with it and said:
 ...his view does seem to make testable predictions about history.  It suggests the introduction of natural selection and of human culture coincided with the very largest capability growth rate increases.  It suggests that the next largest increases were much smaller and coincided in biology with the introduction of cells and sex, and in humans with the introduction of writing and science.  And it suggests other rate increases were substantially smaller.

It hadn't occurred to me to try to derive that kind of testable prediction.  Why?  Well, partially because I'm not an economist.  (Don't get me wrong, it was a virtuous step to try.)  But also because the whole issue looked to me like it was a lot more complicated than that, so it hadn't occurred to me to try to directly extract predictions.
 What is this "capability growth rate" of which you speak, Robin?  There are old, old controversies in evolutionary biology involved here.
Just to start by pointing out the obvious - if there are fixed resources available, only so much grass to be eaten or so many rabbits to consume, then any evolutionary "progress" that we would recognize as producing a better-designed organism, may just result in the displacement of the old allele by the new allele - not any increase in the population as a whole.  It's quite possible to have a new wolf that expends 10% more energy per day to be 20% better at hunting, and in this case the sustainable wolf population will decrease as new wolves replace old.
 If I was going to talk about the effect that a meta-level change might have on the "optimization velocity" of natural selection, I would talk about the time for a new adaptation to replace an old adaptation after a shift in selection pressures - not the total population or total biomass or total morphological complexity (see below).
 Likewise in human history - farming was an important innovation for purposes of optimization, not because it changed the human brain all that much, but because it meant that there were a hundred times as many brains around; and even more importantly, that there were surpluses that could support specialized professions.  But many innovations in human history may have consisted of new, improved, more harmful weapons - which would, if anything, have decreased the sustainable population size (though "no effect" is more likely - fewer people means more food means more people).
 Or similarly: there's a talk somewhere where either Warren Buffett or Charles Munger mentions how they hate to hear about technological improvements in certain industries - because even if investing a few million can cut the cost of production by 30% or whatever, the barriers to competition are so low that the consumer captures all the gain.  So they have to invest to keep up with competitors, and the investor doesn't get much return.
 I'm trying to measure the optimization velocity of information, not production or growth rates.  At the tail end of a very long process, knowledge finally does translate into power - guns or nanotechnology or whatever.  But along that long way, if you're measuring the number of material copies of the same stuff (how many wolves, how many people, how much grain), you may not be getting much of a glimpse at optimization velocity.  Too many complications along the causal chain.
 And this is not just my problem.
 Back in the bad old days of pre-1960s evolutionary biology, it was widely taken for granted that there was such a thing as progress, that it proceeded forward over time, and that modern human beings were at the apex.
 George Williams's Adaptation and Natural Selection, marking the so-called "Williams Revolution" in ev-bio that flushed out a lot of the romanticism and anthropomorphism, spent most of one chapter questioning the seemingly common-sensical metrics of "progress".  
 Biologists sometimes spoke of "morphological complexity" increasing over time.  But how do you measure that, exactly?  And at what point in life do you measure it if the organism goes through multiple stages?  Is an amphibian more advanced than a mammal, since its genome has to store the information for multiple stages of life?
 "There are life cycles enormously more complex than that of a frog," Williams wrote. "The lowly and 'simple' liver fluke..." goes through stages that include a waterborne stage that swims using cilia; finds and burrows into a snail and then transforms into a sporocyst; that reproduces by budding to produce redia; that migrate in the snail and reproduce asexually; then transform into cercaria, that, by wiggling a tail, burrows out of the snail and swims to a blade of grass; where they transform into dormant metacercaria; that are eaten by sheep and then hatch into a young fluke inside the sheep; then transform into adult flukes; which spawn fluke zygotes...  So how "advanced" is that?
 Williams also pointed out that there would be a limit to how much information evolution could maintain in the genome against degenerative pressures - which seems like a good principle in practice, though I made some mistakes on OB in trying to describe the theory.   Taxonomists often take a current form and call the historical trend toward it "progress", but is that upward motion, or just substitution of some adaptations for other adaptations in response to changing selection pressures?
 "Today the fishery biologists greatly fear such archaic fishes as the bowfin, garpikes , and lamprey, because they are such outstandingly effective competitors," Williams noted.
 So if I were talking about the effect of e.g. sex as a meta-level innovation, then I would expect e.g. an increase in the total biochemical and morphological complexity that could be maintained - the lifting of a previous upper bound, followed by an accretion of information.  And I might expect a change in the velocity of new adaptations replacing old adaptations.
 But to get from there, to something that shows up in the fossil record - that's not a trivial step.
 I recall reading, somewhere or other, about an ev-bio controversy that ensued when one party spoke of the "sudden burst of creativity" represented by the Cambrian explosion, and wondered why evolution was proceeding so much more slowly nowadays.  And another party responded that the Cambrian differentiation was mainly visible post hoc - that the groups of animals we have now, first differentiated from one another then, but that at the time the differences were not as large as they loom nowadays.  That is, the actual velocity of adaptational change wasn't remarkable by comparison to modern times, and only hindsight causes us to see those changes as "staking out" the ancestry of the major animal groups.
 I'd be surprised to learn that sex had no effect on the velocity of evolution.  It looks like it should increase the speed and number of substituted adaptations, and also increase the complexity bound on the total genetic information that can be maintained against mutation.  But to go from there, to just looking at the fossil record and seeing faster progress - it's not just me who thinks that this jump to phenomenology is tentative, difficult, and controversial.
 Should you expect more speciation after the invention of sex, or less?  The first impulse is to say "more", because sex seems like it should increase the optimization velocity and speed up time.  But sex also creates mutually reproducing populations, that share genes among themselves, as opposed to asexual lineages - so might that act as a centripetal force?
 I don't even propose to answer this question, just point out that it is actually quite standard for the phenomenology of evolutionary theories - the question of which observables are predicted - to be a major difficulty.  Unless you're dealing with really easy qualitative questions like "Should I find rabbit fossils in the pre-Cambrian?"  (I try to only make predictions about AI, using my theory of optimization, when it looks like an easy question.)
 Yes, it's more convenient for scientists when theories make easily testable, readily observable predictions.  But when I look back at the history of life, and the history of humanity, my first priority is to ask "What's going on here?", and only afterward see if I can manage to make non-obvious retrodictions.  I can't just start with the goal of having a convenient phenomenology.  Or similarly: the theories I use to organize my understanding of the history of optimization to date, have lots of parameters, e.g. the optimization-efficiency curve that describes optimization output as a function of resource input, or the question of how many low-hanging fruit exist in the neighborhood of a given search point.  Does a larger population of wolves increase the velocity of natural selection, by covering more of the search neighborhood for possible mutations?  If so, is that a logarithmic increase with population size, or what?  - But I can't just wish my theories into being simpler.
 If Robin has a simpler causal model, with fewer parameters, that stands directly behind observables and easily coughs up testable predictions, which fits the data well, and obviates the need for my own abstractions like "optimization efficiency" -
 - then I may have to discard my own attempts at theorizing.  But observing a series of material growth modes doesn't contradict a causal model of optimization behind the scenes, because it's a pure phenomenology, not itself a causal model - it doesn't say whether a given innovation had any effect on the optimization velocity of the process that produced future object-level innovations that actually changed growth modes, etcetera.

Original with comments: Observing Optimization
The Bedrock of Fairness
Eliezer Yudkowsky, 03 July 2008 06:00AM
Followup to:  The Moral Void
 Three people, whom we'll call Xannon, Yancy and Zaire, are separately wandering through the forest; by chance, they happen upon a clearing, meeting each other.  Introductions are performed.  And then they discover, in the center of the clearing, a delicious blueberry pie.
 Xannon:  "A pie!  What good fortune!  But which of us should get it?"
 Yancy:  "Let us divide it fairly."
 Zaire:  "I agree; let the pie be distributed fairly.  Who could argue against fairness?"
 Xannon:  "So we are agreed, then.  But what is a fair division?"
 Yancy:  "Eh?  Three equal parts, of course!"
 Zaire:  "Nonsense!  A fair distribution is half for me, and a quarter apiece for the two of you."
 Yancy:  "What?  How is that fair?"
 Zaire:  "I'm hungry, therefore I should be fed; that is fair."
 Xannon:  "Oh, dear.  It seems we have a dispute as to what is fair.  For myself, I want to divide the pie the same way as Yancy.  But let us resolve this dispute over the meaning of fairness, fairly: that is, giving equal weight to each of our desires.  Zaire desires the pie to be divided {1/4, 1/4, 1/2}, and Yancy and I desire the pie to be divided {1/3, 1/3, 1/3}.  So the fair compromise is {11/36, 11/36, 14/36}."
 
 Zaire:  "What?  That's crazy.  There's two different opinions as to how fairness works - why should the opinion that happens to be yours, get twice as much weight as the opinion that happens to be mine?  Do you think your theory is twice as good?  I think my theory is a hundred times as good as yours!  So there!"
 Yancy:  "Craziness indeed.  Xannon, I already took Zaire's desires into account in saying that he should get 1/3 of the pie.  You can't count the same factor twice.  Even if we count fairness as an inherent desire, why should Zaire be rewarded for being selfish?  Think about which agents thrive under your system!"
 Xannon:  "Alas!  I was hoping that, even if we could not agree on how to distribute the pie, we could agree on a fair resolution procedure for our dispute, such as averaging our desires together.  But even that hope was dashed.  Now what are we to do?"
 Yancy:  "Xannon, you are overcomplicating things.  1/3 apiece.  It's not that complicated.  A fair distribution is an even split, not a distribution arrived at by a 'fair resolution procedure' that everyone agrees on.  What if we'd all been raised in a society that believed that men should get twice as much pie as women?  Then we would split the pie unevenly, and even though no one of us disputed the split, it would still be unfair."
 Xannon:  "What?  Where is this 'fairness' stored if not in human minds?  Who says that something is unfair if no intelligent agent does so?  Not upon the stars or the mountains is 'fairness' written."
 Yancy:  "So what you're saying is that if you've got a whole society where women are chattel and men sell them like farm animals and it hasn't occurred to anyone that things could be other than they are, that this society is fair, and at the exact moment where someone first realizes it shouldn't have to be that way, the whole society suddenly becomes unfair."
 Xannon:  "How can a society be unfair without some specific party who claims injury and receives no reparation?  If it hasn't occurred to anyone that things could work differently, and no one's asked for things to work differently, then -"
 Yancy:  "Then the women are still being treated like farm animals and that is unfair.  Where's your common sense?  Fairness is not agreement, fairness is symmetry."
 Zaire:  "Is this all working out to my getting half the pie?"
 Yancy:  "No."
 Xannon:  "I don't know... maybe as the limit of an infinite sequence of meta-meta-fairnesses..."
 Zaire:  "I fear I must accord with Yancy on one point, Xannon; your desire for perfect accord among us is misguided.  I want half the pie.  Yancy wants me to have a third of the pie.  This is all there is to the world, and all there ever was.  If two monkeys want the same banana, in the end one will have it, and the other will cry morality.  Who gets to form the committee to decide the rules that will be used to determine what is 'fair'?  Whoever it is, got the banana."
 Yancy:  "I wanted to give you a third of the pie, and you equate this to seizing the whole thing for myself?  Small wonder that you don't want to acknowledge the existence of morality - you don't want to acknowledge that anyone can be so much less of a jerk."
 Xannon:  "You oversimplify the world, Zaire.  Banana-fights occur across thousands and perhaps millions of species, in the animal kingdom.  But if this were all there was, Homo sapiens would never have evolved moral intuitions.  Why would the human animal evolve to cry morality, if the cry had no effect?"
 Zaire:  "To make themselves feel better."
 Yancy:  "Ha!  You fail at evolutionary biology."
 Xannon:  "A murderer accosts a victim, in a dark alley; the murderer desires the victim to die, and the victim desires to live.  Is there nothing more to the universe than their conflict?  No, because if I happen along, I will side with the victim, and not with the murderer.  The victim's plea crosses the gap of persons, to me; it is not locked up inside the victim's own mind.  But the murderer cannot obtain my sympathy, nor incite me to help murder.  Morality crosses the gap between persons; you might not see it in a conflict between two people, but you would see it in a society."
 Yancy:  "So you define morality as that which crosses the gap of persons?"
 Xannon:  "It seems to me that social arguments over disputed goals are how human moral intuitions arose, beyond the simple clash over bananas.  So that is how I define the term."
 Yancy:  "Then I disagree.  If someone wants to murder me, and the two of us are alone, then I am still in the right and they are still in the wrong, even if no one else is present."
 Zaire:  "And the murderer says, 'I am in the right, you are in the wrong'.  So what?"
 Xannon:  "How does your statement that you are in the right, and the murderer is in the wrong, impinge upon the universe - if there is no one else present to be persuaded?"
 Yancy:  "It licenses me to resist being murdered; which I might not do, if I thought that my desire to avoid being murdered was wrong, and the murderer's desire to kill me was right.  I can distinguish between things I merely want, and things that are right - though alas, I do not always live up to my own standards.  The murderer is blind to the morality, perhaps, but that doesn't change the morality.  And if we were both blind, the morality still would not change."
 Xannon:  "Blind?  What is being seen, what sees it?"
 Yancy:  "You're trying to treat fairness as... I don't know, something like an array-mapped 2-place function that goes out and eats a list of human minds, and returns a list of what each person thinks is 'fair', and then averages it together.  The problem with this isn't just that different people could have different ideas about fairness.  It's not just that they could have different ideas about how to combine the results.  It's that it leads to infinite recursion outright - passing the recursive buck.  You want there to be some level on which everyone agrees, but at least some possible minds will disagree with any statement you make."
 Xannon:  "Isn't the whole point of fairness to let people agree on a division, instead of fighting over it?"
 Yancy:  "What is fair is one question, and whether someone else accepts that this is fair is another question.  What is fair?  That's easy: an equal division of the pie is fair.  Anything else won't be fair no matter what kind of pretty arguments you put around it.  Even if I gave Zaire a sixth of my pie, that might be a voluntary division but it wouldn't be a fair division.  Let fairness be a simple and object-level procedure, instead of this infinite meta-recursion, and the buck will stop immediately."
 Zaire:  "If the word 'fair' simply means 'equal division' then why not just say 'equal division' instead of this strange additional word, 'fair'?  You want the pie divided equally, I want half the pie for myself.  That's the whole fact of the matter; this word 'fair' is merely an attempt to get more of the pie for yourself."
 Xannon:  "If that's the whole fact of the matter, why would anyone talk about 'fairness' in the first place, I wonder?"
 Zaire:  "Because they all share the same delusion."
 Yancy:  "A delusion of what?  What is it that you are saying people think incorrectly the universe is like?"
 Zaire:  "I am under no obligation to describe other people's confusions."
 Yancy:  "If you can't dissolve their confusion, how can you be sure they're confused?  But it seems clear enough to me that if the word fair is going to have any meaning at all, it has to finally add up to each of us getting one-third of the pie."
 Xannon:  "How odd it is to have a procedure of which we are more sure of the result than the procedure itself."
 Zaire:  "Speak for yourself."
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Fake Norms, or "Truth" vs. Truth
Eliezer Yudkowsky, 22 July 2008 10:23AM
Followup to:  Applause Lights
 When you say the word "truth", people know that "truth" is a good thing, and that they're supposed to applaud.  So it might seem like there is a social norm in favor of "truth".  But when it comes to some particular truth, like whether God exists, or how likely their startup is to thrive, people will say:  "I just want to believe" or "you've got to be optimistic to succeed".
 So Robin and I were talking about this, and Robin asked me how it is that people prevent themselves from noticing the conflict.
 I replied that I don't think active prevention is required.  First, as I quoted Michael Vassar:
  "It seems to me that much of the frustration in my life prior to a few years ago has been due to thinking that all other human minds necessarily and consistently implement modus ponens."
 
 But more importantly, I don't think there does exist any social norm in favor of truth.  There's a social norm in favor of "truth".  There's a difference.
 
 How would a norm in favor of truth actually be expressed, or acquired?
 If you were told many stories, as a kid, about specific people who accepted specific hard truths - like a story of a scientist accepting that their theory was wrong, say - then your brain would generalize over its experiences, and compress them, and form a concept of that-which-is-the-norm: the wordless act of accepting reality.
 If you heard someone say "I don't care about the evidence, I just want to believe in God", and you saw everyone else in the room gasp and regard them in frozen shock, then your brain would generalize a social norm against self-deception.  (E.g., the sort of thing that would happen if a scientist said "I don't care about the evidence, I just want to believe in my-favorite-theory" in front of their fellow scientists.)
 If, on the other hand, you see lots of people saying "Isn't the truth wonderful?" or "I am in favor of truth", then you learn that when someone says "truth", you are supposed to applaud.
 Now there are certain particular cases where someone will be castigated if they admit they refuse to see the truth: for example, "I've seen the evidence on global warming but I don't want to believe it."  You couldn't get away with that in modern society.  But this indignation doesn't have to derive from violating a norm in favor of truth - it can derive from the widely held norm, "'global warming' is bad".
 But (said Robin) we see a lot of trees and hear the word "tree", and somehow we learn that the word refers to the thing - why don't people learn something similar about "truth", which is supposed to be good?
 I suggested in reply that the brain is capable of distinguishing different uses of the same syllables - a child is quite capable of learning that a right turn and the right answer are not the same kind of "right".  You won't necessarily assume that the right answer is always the one printed on the right side of the page.  Maybe the word "truth" is overloaded in the same way.
 Or maybe it's not exactly the same, but analogous: the social norms of which words we are meant to praise, and which deeds, are stored as separately as left hands and leftovers.
 There's a social norm in favor of "diversity", but not diversity.  There's a social norm in favor of "free speech", but not pornography.  There's a social norm in favor of "democracy", but it doesn't spontaneously occur to most people to suggest voting on their arguments.  There's a social norm in favor of "love", but not for letting some damn idiot marry your daughter even if the two of them are stupid and besotted.
 There's a social norm in favor of "honesty".  And there are in fact social norms for honesty about e.g. who cut down the cherry tree.   But not a social norm favoring saying what you think about someone else's appearance.
 I'm not suggesting that you ignore all the words that people praise.  Sometimes the things people praise with their lips, really are the things that matter, and our deeds are what fail to live up.  Neither am I suggesting that you should ignore what people really do, because sometimes that also embodies wisdom.  I would just say to be aware of any differences, and judge deliberately, and choose knowingly.
 Sounds good, doesn't it?  Everyone knows that being "aware" and "choosing knowingly" must surely be good things.  But is it a real norm or a fake norm?  Can you think of any stories you were told that illustrate the point?  (Not a rhetorical question, but a question one should learn to ask.)
 It's often not hard to find a norm in favor of "rationality" - but norms favoring rationality are rarer.

Referenced by: Honesty: Beyond Internal Truth
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The American System and Misleading Labels
Eliezer Yudkowsky, 02 January 2008 07:38AM
"How many legs does a dog have, if you call a tail a leg?  Four.  Calling a tail a leg doesn't make it a leg."
        -- Abraham Lincoln

So I was at this conference.  Where one of the topics was legal rights for human-level Artificial Intelligence.  And personally, I don't think this is going to be the major problem, but these are the kinds of conferences I go to.  Anyway.  Brad Templeton, chairman of the Electronic Frontier Foundation, was present; and he said:
"The legal status of AIs is ultimately a legislative question, and in the American system of democracy, legislative questions are decided by the Supreme Court."

Much laughter followed.  We all knew it was true.  (And Brad has taken a case or two to the Supreme Court, so he was speaking from experience.)
 I'm not criticizing the Supreme Court.  They don't always agree with me on every issue - that is not a politician's job - but reasoned cooperative discourse, compact outputs, and sheer professionalism all make the Supreme Court a far more competent legislative body than Congress.
Try to say aloud the color - not the meaning, the color - of the following letters:
RED

Now say aloud the meaning of the letters, not their color:
PURPLE

Which task felt more difficult?  It's actually easier to pay attention to the labels of things than their substances.
 But if you're going to be faced with several repetitions of the first task, there's a way to make it easier - just blur your eyes a little, so that you can see the color a moment before you're distracted by the meaning.  Try it - defocus your eyes slightly, and then say the following colors aloud:
BLUE        ORANGE        YELLOW

 If you want to know what the Supreme Court really does, you should blur your eyes so that you can't see the words "Supreme" or "Court", or all the giant signs reading "judge", "Honorable", or "judicial branch of government".  Then how can you tell what they do?  Well, you could follow these nine people around for a few days and observe them at work.  You'll see that they dress in funny outfits and go to a building where they hear some people arguing with each other.  Then they'll talk it over for a while, and issue one or two short written documents, some of which tell other people what they are or aren't allowed to do.  If you were a Martian anthropologist and you had absolutely no idea that these people were supposed to be doing this or that or something else, you would probably conclude they were (among other things) making laws.
 Do Representatives and Senators make laws?  Well, I've met one or two Congresspeople, and I didn't see them writing any documents that tell people what to do.  Maybe they do it when no one is looking?  I've heard their days are pretty heavily scheduled, though.
 Some laws are made by Congressional staff, but the vast majority of legislation is written by professional bureaucrats, who - if you refocus your eyes and read their labels - are part of the "executive" branch.
 What if you've got a problem with a bureaucrat getting in your hair?  You won't have much luck talking to the White House.  But if you contact your Representative or Senator's constituent service office, they'll be happy to help you if they can.  If you didn't know how the system works apart from a high school civics class, you might end up very frustrated - the people who help you deal with the executive branch of government have signs reading "legislative branch".
 Your Congressperson would much rather help a little old lady deal with a lost Social Security check, than make potentially controversial laws about immigration or intellectual property.  That sort of thing may please some of your constituents, but it gets others very angry at you, and voters are faster to forget a favor than a disservice.  Keep making laws and you might just get yourself unelected.  If you know everyone is going to cheer you for a law, go ahead and pass it; but otherwise it's safer to leave legislation like e.g. school desegregation to the Supreme Court.
 What Congresspeople prefer to do is write elaborate budgets that exert detailed control over how the government spends money, so they can send more of it to their districts.  That, and help their constituents with the bureaucracy, which makes friends without getting anyone mad at them.  The executive branch has no time for such matters, it's busy declaring wars.
 So, bearing in mind that nothing works the way it's written down on paper, let's defocus our eyes and ask about the role of the voters.
 If we blur out the label over your head and look at what you do, then you go to a certain building and touch one of several names written on a computer screen.  You don't choose which names will be on the screen - no, you don't.  Forget the labels, remember your actual experiences.  You walked into the building, you did choose which rectangle to touch, and you did not choose which little names you would see on the computer screen.

When Stephen Colbert wanted to register for a presidential run in South Carolina, the executive council of the South Carolina Democratic Party voted 13-3 to keep him off the ballot:  "He clearly doesn't meet the requirements.  It's a distraction and takes away from the seriousness of our primary here and takes attention from the serious candidates:  Clinton, Edwards, Barack Obama and the rest."
 Hey, South Carolina Democratic Party executive council, you know who ELSE might be interested in determining whether someone is, or isn't, a "serious candidate"?  HOW ABOUT THE %#<!ing VOTERS?
 Ahem.  But the psychology of this response is quite revealing.  "They want to prevent wasted votes" would be a polite way of putting it.  It doesn't even seem to have occurred to them that a voter might attach their own meaning to a vote for Stephen Colbert - that a voter might have their own thoughts about whether a vote for Stephen Colbert was "wasted" or not.  Nor that the voters might have a sense of ownership of their own votes, a wish to determine their use.  In the psychology of politicians, politicians own voters, voters do not own politicians.  South Carolina Democratic voters are a resource of the South Carolina Democratic Party, not the other way around.  They don't want you to waste their votes.
 (Am I the only one on the planet to whom it occurred that the South Carolina voters could decide the meaning of a vote for Stephen Colbert?  Because I seriously don't remember anyone else pointing that out, at the time.)
 How much power does touching a name in a rectangle give you?  Well, let me put it this way:
 When I blur my eyes and look at the American system of democracy, I see that the three branches of government are the executive, the legislative, the judicial, the bureaucracy, the party structure, and the media.  In the next tier down are second-ranked powers, such as "the rich" so often demonized by the foolish - the upper-upper class can exert influence, but they have little in the way of direct political control.  Similarly with NGOs (non-governmental organizations) such as the Electronic Frontier Foundation, think tanks, traditional special interest groups, "big corporations", lobbyists, the voters, foreign powers with a carrot or stick to offer the US, and so on.
 Which is to say that political powers do make an attempt to court the voters, but not to a noticeably greater degree than they court, say, the agricultural industry.  The voters' position on the issues is not without influence, but it is a degree of influence readily comparable to the collective influence of think tanks, and probably less than the collective influence of K Street lobbyists.  In practice, that's how it seems to work out.
 The voters do have two special powers, but both of them only manifest in cases of great emotional arousal, like a comic-book superhero who can't power up until angry.  The first power is the ability to swap control of Congress (and in years divisible by 4, the Presidency) between political parties.  To the extent that the two allowed political parties are similar, this will not accomplish anything.  Also it's a rather crude threat, not like the fine-grained advice offered by think tanks or lobbyists.  There's a difference between the power to write detailed instructions on a sheet of paper, and the power to grunt and throw a big rock.
 Possibly due to a coordination problem among individual politicians, the party currently in power rarely acts scared of the voters' threat.  Maybe individual politicians have an incentive to pursue their goals while the pursuing is good, since a shift in parties will not necessarily deprive them of their own seats in secure districts?  Thus, we regularly see the party in power acting arrogantly until the voters get angry and the vote swings back.  Then the minority-turned-majority party stops trying so hard to please the voters, and begins drinking the wine of power.  That's my best guess for why the balance of voters tends to be actively restored around a 50/50 ratio.
 The voters' second hidden superpower can only be used if the voters get really, really, really angry, like a comic-book hero who's just seen one of their friends killed.  This is the power to overthrow the existing political structure entirely by placing a new party in charge.  There are barriers to entry that keep out third parties, which prevents the ordinary turnover visible in the history of US politics before the 1850s.  But these barriers wouldn't stop the voters if they got really, really mad.  Even tampering with electronic voting machines won't work if the vote is 90% lopsided.
 And this never-used power of the voters, strangely enough, may be the most beneficial factor in democracy - because it means that although the voters are ordinarily small potatoes in the power structure, no one dares make the voters really, really, really angry.
 How much of the benefit of living in a democracy is in the small influences that voters occasionally manage to exert on the political process?  And how much of that benefit is from power-wielders being too scared to act like historical kings and slaughter you on a whim?
 Arguably, the chief historical improvements in living conditions have not been from voters having the influence to pass legislation which (they think) will benefit them, but, rather, from power-wielders becoming scared of doing anything too horrible to voters.  Maybe one retrodiction (I haven't checked) would be that if you looked at the history of England, you would find a smooth improvement in living conditions corresponding to a gradually more plausible threat of revolution, rather than a sharp jump following the introduction of an elected legislature.
 You'll notice that my first post, on the Two-Party Swindle, worried about the tendency of voters to lose themselves in emotion and identify with "their" professional politicians.  If you think the chief benefit of living in a democracy is the hope of getting Your-Favorite-Legislation passed, then you might abandon yourself in adulation of a professional politician who wears the colors of Your-Favorite-Legislation.  Isn't that the only way you can get Your-Favorite-Legislation, the most important thing in the world, passed?
 But what if the real benefit of living in a democracy, for voters, comes from their first and second superpowers?  Then by identifying with politicians, the voters become less likely to remove the politician from office.  By identifying with parties, voters become less likely to swap the party out of power, or cast it from government entirely.  Both identifications interfere with the plausible threat.  The power-wielders can get away with doing more and worse things before you turn on them.
 The feature of democracies, of allowing heated color wars between voters on particular policy issues, is not likely to account, on average, for the benefits of living in a democracy.  Even if one option is genuinely better than the other, the existence of a color war implies that large efforts are being spent on tugging in either direction.
 So if voters get wrapped up in color wars, identifying emotionally with "their" professional politicians and issues that put them at odds with other voters - at the expense of being less likely to get upset with "their" politician and "their" party - then shouldn't we expect the end result, on average, to be harmful to voters in general?
 Coming tomorrow:  My shocking, counterintuitive suggestion for a pragmatic voting policy!  (Well... maybe not so counterintuitive as all that...)

Referenced by: Stop Voting For Nincompoops
Original with comments: The American System and Misleading Labels
Focus Your Uncertainty
Eliezer Yudkowsky, 05 August 2007 08:49PM
Will bond yields go up, or down, or remain the same? If you're a TV pundit and your job is to explain the outcome after the fact, then there's no reason to worry. No matter which of the three possibilities comes true, you'll be able to explain why the outcome perfectly fits your pet market theory . There's no reason to think of these three possibilities as somehow opposed to one another, as exclusive, because you'll get full marks for punditry no matter which outcome occurs.
 But wait! Suppose you're a novice TV pundit, and you aren't experienced enough to make up plausible explanations on the spot. You need to prepare remarks in advance for tomorrow's broadcast, and you have limited time to prepare. In this case, it would be helpful to know which outcome will actually occur - whether bond yields will go up, down, or remain the same - because then you would only need to prepare one set of excuses.
 Alas, no one can possibly foresee the future. What are you to do? You certainly can't use "probabilities". We all know from school that "probabilities" are little numbers that appear next to a word problem, and there aren't any little numbers here. Worse, you feel uncertain. You don't remember feeling uncertain while you were manipulating the little numbers in word problems. College classes teaching math are nice clean places, therefore math itself can't apply to life situations that aren't nice and clean.  You wouldn't want to inappropriately transfer thinking skills from one context to another.  Clearly, this is not a matter for "probabilities".
 
 Nonetheless, you only have 100 minutes to prepare your excuses. You can't spend the entire 100 minutes on "up", and also spend all 100 minutes on "down", and also spend all 100 minutes on "same". You've got to prioritize somehow.
 If you needed to justify your time expenditure to a review committee, you would have to spend equal time on each possibility.  Since there are no little numbers written down, you'd have no documentation to justify spending different amounts of time. You can hear the reviewers now: And why, Mr. Finkledinger, did you spend exactly 42 minutes on excuse #3? Why not 41 minutes, or 43? Admit it - you're not being objective! You're playing subjective favorites!
 But, you realize with a small flash of relief, there's no review committee to scold you. This is good, because there's a major Federal Reserve announcement tomorrow, and it seems unlikely that bond prices will remain the same. You don't want to spend 33 precious minutes on an excuse you don't anticipate needing.
 Your mind keeps drifting to the explanations you use on television, of why each event plausibly fits your market theory. But it rapidly becomes clear that plausibility can't help you here - all three events are plausible. Fittability to your pet market theory doesn't tell you how to divide your time. There's an uncrossable gap between your 100 minutes of time, which are conserved; versus your ability to explain how an outcome fits your theory, which is unlimited.
 And yet... even in your uncertain state of mind, it seems that you anticipate the three events differently; that you expect to need some excuses more than others. And - this is the fascinating part - when you think of something that makes it seem more likely that bond prices will go up, then you feel less likely to need an excuse for bond prices going down or remaining the same.
 It even seems like there's a relation between how much you anticipate each of the three outcomes, and how much time you want to spend preparing each excuse. Of course the relation can't actually be quantified. You have 100 minutes to prepare your speech, but there isn't 100 of anything to divide up in this anticipation business. (Although you do work out that, if some particular outcome occurs, then your utility function is logarithmic in time spent preparing the excuse.)
 Still... your mind keeps coming back to the idea that anticipation is limited, unlike excusability, but like time to prepare excuses. Maybe anticipation should be treated as a conserved resource, like money. Your first impulse is to try to get more anticipation, but you soon realize that, even if you get more anticiptaion, you won't have any more time to prepare your excuses. No, your only course is to allocate your limited supply of anticipation as best you can.
 You're pretty sure you weren't taught anything like that in your statistics courses. They didn't tell you what to do when you felt so terribly uncertain. They didn't tell you what to do when there were no little numbers handed to you.  Why, even if you tried to use numbers, you might end up using any sort of numbers at all - there's no hint what kind of math to use, if you should be using math!  Maybe you'd end up using pairs of numbers, right and left numbers, which you'd call DS for Dexter-Sinister... or who knows what else?  (Though you do have only 100 minutes to spend preparing excuses.)
 If only there were an art of focusing your uncertainty - of squeezing as much anticipation as possible into whichever outcome will actually happen!
 But what could we call an art like that?  And what would the rules be like?

	Sequence: Mysterious Answers to Mysterious Questions
	Belief as Attire	The Virtue of Narrowness
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Original with comments: Focus Your Uncertainty
Motivated Stopping and Motivated Continuation
Eliezer Yudkowsky, 28 October 2007 11:10PM
Followup to:  The Third Alternative, The Meditation on Curiosity
 While I disagree with some views of the Fast and Frugal crowd - IMO they make a few too many lemons into lemonade - it also seems to me that they tend to develop the most psychologically realistic models of any school of decision theory.  Most experiments present the subjects with options, and the subject chooses an option, and that's the experimental result.  The frugalists realized that in real life, you have to generate your options, and they studied how subjects did that.
 Likewise, although many experiments present evidence on a silver platter, in real life you have to gather evidence, which may be costly, and at some point decide that you have enough evidence to stop and choose.  When you're buying a house, you don't get exactly 10 houses to choose from, and you aren't led on a guided tour of all of them before you're allowed to decide anything.  You look at one house, and another, and compare them to each other; you adjust your aspirations - reconsider how much you really need to be close to your workplace and how much you're really willing to pay; you decide which house to look at next; and at some point you decide that you've seen enough houses, and choose.
Gilovich's distinction between motivated skepticism and motivated credulity highlights how conclusions a person does not want to believe are held to a higher standard than conclusions a person wants to believe.  A motivated skeptic asks if the evidence compels them to accept the conclusion; a motivated credulist asks if the evidence allows them to accept the conclusion.
 I suggest that an analogous bias in psychologically realistic search is motivated stopping and motivated continuation: when we have a hidden motive for choosing the "best" current option, we have a hidden motive to stop, and choose, and reject consideration of any more options.  When we have a hidden motive to reject the current best option, we have a hidden motive to suspend judgment pending additional evidence, to generate more options - to find something, anything, to do instead of coming to a conclusion.
 A major historical scandal in statistics was R. A. Fisher, an eminent founder of the field, insisting that no causal link had been established between smoking and lung cancer.  "Correlation is not causation", he testified to Congress.  Perhaps smokers had a gene which both predisposed them to smoke and predisposed them to lung cancer.
 Or maybe Fisher being employed as a consultant for tobacco firms gave him a hidden motive to decide that the evidence already gathered was insufficient to come to a conclusion, and it was better to keep looking.  Fisher was also a smoker himself, and died of colon cancer in 1962.
 (Ad hominem note:  Fisher was a frequentist.  Bayesians are more reasonable about inferring probable causality.)
 Like many other forms of motivated skepticism, motivated continuation can try to disguise itself as virtuous rationality.  Who can argue against gathering more evidence ?  I can.  Evidence is often costly, and worse, slow, and there is certainly nothing virtuous about refusing to integrate the evidence you already have.  You can always change your mind later.  (Apparent contradiction resolved as follows:  Spending one hour discussing the problem with your mind carefully cleared of all conclusions, is different from waiting ten years on another $20 million study.)
 As for motivated stopping, it appears in every place a third alternative is feared, and wherever you have an argument whose obvious counterargument you would rather not see, and in other places as well.  It appears when you pursue a course of action that makes you feel good just for acting, and so you'd rather not investigate how well your plan really worked, for fear of destroying the warm glow of moral satisfaction you paid good money to purchase.  It appears wherever your beliefs and anticipations get out of sync, so you have a reason to fear any new evidence gathered.
 The moral is that the decision to terminate a search procedure (temporarily or permanently) is, like the search procedure itself, subject to bias and hidden motives.  You should suspect motivated stopping when you close off search, after coming to a comfortable conclusion, and yet there's a lot of fast cheap evidence you haven't gathered yet - Web sites you could visit, counter-counter arguments you could consider, or you haven't closed your eyes for five minutes by the clock trying to think of a better option. You should suspect motivated continuation when some evidence is leaning in a way you don't like, but you decide that more evidence is needed - expensive evidence that you know you can't gather anytime soon, as opposed to something you're going to look up on Google in 30 minutes - before you'll have to do anything uncomfortable.

	Sequence: Against Rationalization
	Avoiding Your Belief's Real Weak Points	A Case Study of Motivated Continuation
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Ethical Injunctions
Eliezer Yudkowsky, 20 October 2008 11:00PM
Followup to:  Ethical Inhibitions, Ends Don't Justify Means (Among Humans), Entangled Truths, Contagious Lies, Protected From Myself
"Would you kill babies if it was the right thing to do?  If no, under what circumstances would you not do the right thing to do?  If yes, how right would it have to be, for how many babies?"
        -- horrible job interview question

Swapping hats for a moment, I'm professionally intrigued by the decision theory of "things you shouldn't do even if they seem to be the right thing to do". 
 Suppose we have a reflective AI, self-modifying and self-improving, at an intermediate stage in the development process.  In particular, the AI's goal system isn't finished - the shape of its motivations is still being loaded, learned, tested, or tweaked.
 Yea, I have seen many ways to screw up an AI goal system design, resulting in a decision system that decides, given its goals, that the universe ought to be tiled with tiny molecular smiley-faces, or some such.  Generally, these deadly suggestions also have the property that the AI will not desire its programmers to fix it.  If the AI is sufficiently advanced - which it may be even at an intermediate stage - then the AI may also realize that deceiving the programmers, hiding the changes in its thoughts, will help transform the universe into smiley-faces.
 Now, from our perspective as programmers, if we condition on the fact that the AI has decided to hide its thoughts from the programmers, or otherwise act willfully to deceive us, then it would seem likely that some kind of unintended consequence has occurred in the goal system.  We would consider it probable that the AI is not functioning as intended, but rather likely that we have messed up the AI's utility function somehow.  So that the AI wants to turn the universe into tiny reward-system counters, or some such, and now has a motive to hide from us.
 Well, suppose we're not going to implement some object-level Great Idea as the AI's utility function.  Instead we're going to do something advanced and recursive - build a goal system which knows (and cares) about the programmers outside.  A goal system that, via some nontrivial internal structure, "knows it's being programmed" and "knows it's incomplete".  Then you might be able to have and keep the rule:
"If [I decide that] fooling my programmers is the right thing to do, execute a controlled shutdown [instead of doing the right thing to do]."

And the AI would keep this rule, even through the self-modifying AI's revisions of its own code, because, in its structurally nontrivial goal system, the present-AI understands that this decision by a future-AI probably indicates something defined-as-a-malfunction.  Moreover, the present-AI knows that if future-AI tries to evaluate the utility of executing a shutdown, once this hypothetical malfunction has occurred, the future-AI will probably decide not to shut itself down.  So the shutdown should happen unconditionally, automatically, without the goal system getting another chance to recalculate the right thing to do.
 I'm not going to go into the deep dark depths of the exact mathematical structure, because that would be beyond the scope of this blog.  Also I don't yet know the deep dark depths of the mathematical structure.  It looks like it should be possible, if you do things that are advanced and recursive and have nontrivial (but consistent) structure.  But I haven't reached that level, as yet, so for now it's only a dream.
 But the topic here is not advanced AI; it's human ethics.  I introduce the AI scenario to bring out more starkly the strange idea of an ethical injunction:
You should never, ever murder an innocent person who's helped you, even if it's the right thing to do; because it's far more likely that you've made a mistake, than that murdering an innocent person who helped you is the right thing to do.

Sound reasonable?
 During World War II, it became necessary to destroy Germany's supply of deuterium, a neutron moderator, in order to block their attempts to achieve a fission chain reaction.  Their supply of deuterium was coming at this point from a captured facility in Norway.  A shipment of heavy water was on board a Norwegian ferry ship, the SF Hydro.  Knut Haukelid and three others had slipped on board the ferry in order to sabotage it, when the saboteurs were discovered by the ferry watchman.  Haukelid told him that they were escaping the Gestapo, and the watchman immediately agreed to overlook their presence.  Haukelid "considered warning their benefactor but decided that might endanger the mission and only thanked him and shook his hand."  (Richard Rhodes, The Making of the Atomic Bomb.)  So the civilian ferry Hydro sank in the deepest part of the lake, with eighteen dead and twenty-nine survivors.  Some of the Norwegian rescuers felt that the German soldiers present should be left to drown, but this attitude did not prevail, and four Germans were rescued.  And that was, effectively, the end of the Nazi atomic weapons program.
 Good move?  Bad move?  Germany very likely wouldn't have gotten the Bomb anyway...  I hope with absolute desperation that I never get faced by a choice like that, but in the end, I can't say a word against it.
 On the other hand, when it comes to the rule:
"Never try to deceive yourself, or offer a reason to believe other than probable truth; because even if you come up with an amazing clever reason, it's more likely that you've made a mistake than that you have a reasonable expectation of this being a net benefit in the long run."

Then I really don't know of anyone who's knowingly been faced with an exception.  There are times when you try to convince yourself "I'm not hiding any Jews in my basement" before you talk to the Gestapo officer.  But then you do still know the truth, you're just trying to create something like an alternative self that exists in your imagination, a facade to talk to the Gestapo officer.
 But to really believe something that isn't true?  I don't know if there was ever anyone for whom that was knowably a good idea.  I'm sure that there have been many many times in human history, where person X was better off with false belief Y.  And by the same token, there is always some set of winning lottery numbers in every drawing.  It's knowing which lottery ticket will win that is the epistemically difficult part, like X knowing when he's better off with a false belief.
 Self-deceptions are the worst kind of black swan bets, much worse than lies, because without knowing the true state of affairs, you can't even guess at what the penalty will be for your self-deception.  They only have to blow up once to undo all the good they ever did.  One single time when you pray to God after discovering a lump, instead of going to a doctor.  That's all it takes to undo a life.  All the happiness that the warm thought of an afterlife ever produced in humanity, has now been more than cancelled by the failure of humanity to institute systematic cryonic preservations after liquid nitrogen became cheap to manufacture.  And I don't think that anyone ever had that sort of failure in mind as a possible blowup, when they said, "But we need religious beliefs to cushion the fear of death."  That's what black swan bets are all about - the unexpected blowup.
 Maybe you even get away with one or two black-swan bets - they don't get you every time.  So you do it again, and then the blowup comes and cancels out every benefit and then some.  That's what black swan bets are all about.
 Thus the difficulty of knowing when it's safe to believe a lie (assuming you can even manage that much mental contortion in the first place) - part of the nature of black swan bets is that you don't see the bullet that kills you; and since our perceptions just seem like the way the world is, it looks like there is no bullet, period.
 So I would say that there is an ethical injunction against self-deception.  I call this an "ethical injunction" not so much because it's a matter of interpersonal morality (although it is), but because it's a rule that guards you from your own cleverness - an override against the temptation to do what seems like the right thing.
 So now we have two kinds of situation that can support an "ethical injunction", a rule not to do something even when it's the right thing to do.  (That is, you refrain "even when your brain has computed it's the right thing to do", but this will just seem like "the right thing to do".)
 First, being human and running on corrupted hardware, we may generalize classes of situation where when you say e.g. "It's time to rob a few banks for the greater good," we deem it more likely that you've been corrupted than that this is really the case.  (Note that we're not prohibiting it from ever being the case in reality, but we're questioning the epistemic state where you're justified in trusting your own calculation that this is the right thing to do - fair lottery tickets can win, but you can't justifiably buy them.)
 Second, history may teach us that certain classes of action are black-swan bets, that is, they sometimes blow up bigtime for reasons not in the decider's model.  So even when we calculate within the model that something seems like the right thing to do, we apply the further knowledge of the black swan problem to arrive at an injunction against it.
 But surely... if one is aware of these reasons... then one can simply redo the calculation, taking them into account.  So we can rob banks if it seems like the right thing to do after taking into account the problem of corrupted hardware and black swan blowups.  That's the rational course, right?
 There's a number of replies I could give to that.
 I'll start by saying that this is a prime example of the sort of thinking I have in mind, when I warn aspiring rationalists to beware of cleverness.
 I'll also note that I wouldn't want an attempted Friendly AI that had just decided that the Earth ought to be transformed into paperclips, to assess whether this was a reasonable thing to do in light of all the various warnings it had received against it.  I would want it to undergo an automatic controlled shutdown.  Who says that meta-reasoning is immune from corruption?
 I could mention the important times that my naive, idealistic ethical inhibitions have protected me from myself, and placed me in a recoverable position, or helped start the recovery, from very deep mistakes I had no clue I was making.  And I could ask whether I've really advanced so much, and whether it would really be all that wise, to remove the protections that saved me before.
 Yet even so...  "Am I still dumber than my ethics?" is a question whose answer isn't automatically "Yes."
 There are obvious silly things here that you shouldn't do; for example, you shouldn't wait until you're really tempted, and then try to figure out if you're smarter than your ethics on that particular occasion.
 But in general - there's only so much power that can vest in what your parents told you not to do.  One shouldn't underestimate the power.  Smart people debated historical lessons in the course of forging the Enlightenment ethics that much of Western culture draws upon; and some subcultures, like scientific academia, or science-fiction fandom, draw on those ethics more directly.  But even so the power of the past is bounded.
 And in fact...
 I've had to make my ethics much stricter than what my parents and Jerry Pournelle and Richard Feynman told me not to do.
 Funny thing, how when people seem to think they're smarter than their ethics, they argue for less strictness rather than more strictness.  I mean, when you think about how much more complicated the modern world is...
 And along the same lines, the ones who come to me and say, "You should lie about the Singularity, because that way you can get more people to support you; it's the rational thing to do, for the greater good" - these ones seem to have no idea of the risks.
 They don't mention the problem of running on corrupted hardware.  They don't mention the idea that lies have to be recursively protected from all the truths and all the truthfinding techniques that threaten them.  They don't mention that honest ways have a simplicity that dishonest ways often lack.  They don't talk about black-swan bets.  They don't talk about the terrible nakedness of discarding the last defense you have against yourself, and trying to survive on raw calculation.
 I am reasonably sure that this is because they have no clue about any of these things.
 If you've truly understood the reason and the rhythm behind ethics, then one major sign is that, augmented by this newfound knowledge, you don't do those things that previously seemed like ethical transgressions.  Only now you know why.
 Someone who just looks at one or two reasons behind ethics, and says, "Okay, I've understood that, so now I'll take it into account consciously, and therefore I have no more need of ethical inhibitions" - this one is behaving more like a stereotype than a real rationalist.  The world isn't simple and pure and clean, so you can't just take the ethics you were raised with and trust them.  But that pretense of Vulcan logic, where you think you're just going to compute everything correctly once you've got one or two abstract insights - that doesn't work in real life either.
 As for those who, having figured out none of this, think themselves smarter than their ethics:  Ha.
 And as for those who previously thought themselves smarter than their ethics, but who hadn't conceived of all these elements behind ethical injunctions "in so many words" until they ran across this Overcoming Bias sequence, and who now think themselves smarter than their ethics, because they're going to take all this into account from now on:  Double ha.
 I have seen many people struggling to excuse themselves from their ethics.  Always the modification is toward lenience, never to be more strict.  And I am stunned by the speed and the lightness with which they strive to abandon their protections.  Hobbes said, "I don't know what's worse, the fact that everyone's got a price, or the fact that their price is so low."  So very low the price, so very eager they are to be bought.  They don't look twice and then a third time for alternatives, before deciding that they have no option left but to transgress - though they may look very grave and solemn when they say it.  They abandon their ethics at the very first opportunity.  "Where there's a will to failure, obstacles can be found."  The will to fail at ethics seems very strong, in some people.
 I don't know if I can endorse absolute ethical injunctions that bind over all possible epistemic states of a human brain.  The universe isn't kind enough for me to trust that.  (Though an ethical injunction against self-deception, for example, does seem to me to have tremendous force.  I've seen many people arguing for the Dark Side, and none of them seem aware of the network risks or the black-swan risks of self-deception.)  If, someday, I attempt to shape a (reflectively consistent) injunction within a self-modifying AI, it will only be after working out the math, because that is so totally not the sort of thing you could get away with doing via an ad-hoc patch.
 But I will say this much:
 I am completely unimpressed with the knowledge, the reasoning, and the overall level, of those folk who have eagerly come to me, and said in grave tones, "It's rational to do unethical thing X because it will have benefit Y."
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Why Are Individual IQ Differences OK?
Eliezer Yudkowsky, 26 October 2007 09:50PM
Idang Alibi of Abuja, Nigeria writes on the James Watson affair:
  A few days ago, the Nobel Laureate, Dr. James Watson, made a remark that is now generating worldwide uproar, especially among blacks.  He said what to me looks like a self-evident truth.  He told The Sunday Times of London in an interview that in his humble opinion, black people are less intelligent than the White people...
 
 An intriguing opening.  Is Idang Alibi about to take a position on the real heart of the uproar?
  I do not know what constitutes intelligence.  I leave that to our so-called scholars.  But I do know that in terms of organising society for the benefit of the people living in it, we blacks have not shown any intelligence in that direction at all.  I am so ashamed of this and sometimes feel that I ought to have belonged to another race...
 
 Darn, it's just a lecture on personal and national responsibility.  Of course, for African nationals, taking responsibility for their country's problems is the most productive attitude regardless.  But it doesn't engage with the controversies that got Watson fired.
 Later in the article came this:
  As I write this, I do so with great pains in my heart because I know that God has given intelligence in equal measure to all his children irrespective of the colour of their skin.
 
 This intrigued me for two reasons:  First, I'm always on the lookout for yet another case of theology making a falsifiable experimental prediction.  And second, the prediction follows obviously if God is just, but what does skin colour have to do with it at all?
 
 A great deal has already been said about the Watson affair, and I suspect that in most respects I have little to contribute that has not been said before.
 But why is it that the rest of the world seems to think that individual genetic differences are okay, whereas racial genetic differences in intelligence are not?  Am I the only one who's every bit as horrified by the proposition that there's any way whatsoever to be screwed before you even start, whether it's genes or lead-based paint or Down's Syndrome?  What difference does skin colour make?  At all?
 This is only half a rhetorical question.  Race adds extra controversy to anything; in that sense, it's obvious what difference skin colour makes politically.  However, just because this attitude is common, should not cause us to overlook its insanity.  Some kind of different psychological processing is taking place around individually-unfair intelligence distributions, and group-unfair intelligence distributions.
 So, in defiance of this psychological difference, and in defiance of politics, let me point out that a group injustice has no existence apart from injustice to individuals.  It's individuals who have brains to experience suffering.  It's individuals who deserve, and often don't get, a fair chance at life.  If God has not given intelligence in equal measure to all his children, God stands convicted of a crime against humanity, period.  Skin colour has nothing to do with it, nothing at all.
 And I don't think there's any serious scholar of intelligence who disputes that God has been definitively shown to be most terribly unfair.  Never mind the airtight case that intelligence has a hereditary genetic component among individuals; if you think that being born with Down's Syndrome doesn't impact life outcomes, then you are on crack.  What about lead-based paint?  Does it not count, because parents theoretically could have prevented it but didn't?  In the beginning no one knew that it was damaging.  How is it just for such a tiny mistake to have such huge, irrevocable consequences?  And regardless, would not a just God damn us for only our own choices?  Kids don't choose to live in apartments with lead-based paint.
 So much for God being "just", unless you count the people whom God has just screwed over.  Maybe that's part of the fuel in the burning controversy - that people do realize, on some level, the implications for religion.  They can rationalize away the implications of a child born with no legs, but not a child born with no possibility of ever understanding calculus.  But then this doesn't help explain the original observation, which is that people, for some odd reason, think that adding race makes it worse somehow.
 And why is my own perspective, apparently, unusual?  Perhaps because I also think that intelligence deficits will be fixable given sufficiently advanced technology, biotech or nanotech.  When truly huge horrors are believed unfixable, the mind's eye tends to just skip over the hideous unfairness - for much the same reason you don't deliberately rest your hand on a hot stoveburner; it hurts.
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The Genetic Fallacy
Eliezer Yudkowsky, 11 July 2008 05:47AM
In lists of logical fallacies, you will find included "the genetic fallacy" - the fallacy attacking a belief, based on someone's causes for believing it.
 This is, at first sight, a very strange idea - if the causes of a belief do not determine its systematic reliability, what does?  If Deep Blue advises us of a chess move, we trust it based on our understanding of the code that searches the game tree, being unable to evaluate the actual game tree ourselves.  What could license any probability assignment as "rational", except that it was produced by some systematically reliable process?
 Articles on the genetic fallacy will tell you that genetic reasoning is not always a fallacy - that the origin of evidence can be relevant to its evaluation, as in the case of a trusted expert.  But other times, say the articles, it is a fallacy; the chemist Kekulé first saw the ring structure of benzene in a dream, but this doesn't mean we can never trust this belief.
 So sometimes the genetic fallacy is a fallacy, and sometimes it's not?
 The genetic fallacy is formally a fallacy, because the original cause of a belief is not the same as its current justificational status, the sum of all the support and antisupport currently known.
 Yet we change our minds less often than we think.  Genetic accusations have a force among humans that they would not have among ideal Bayesians.
Clearing your mind is a powerful heuristic when you're faced with new suspicion that many of your ideas may have come from a flawed source.
 Once an idea gets into our heads, it's not always easy for evidence to root it out.  Consider all the people out there who grew up believing in the Bible; later came to reject (on a deliberate level) the idea that the Bible was written by the hand of God; and who nonetheless think that the Bible contains indispensable ethical wisdom.  They have failed to clear their minds; they could do significantly better by doubting anything the Bible said because the Bible said it.
 At the same time, they would have to bear firmly in mind the principle that reversed stupidity is not intelligence; the goal is to genuinely shake your mind loose and do independent thinking, not to negate the Bible and let that be your algorithm.
 Once an idea gets into your head, you tend to find support for it everywhere you look - and so when the original source is suddenly cast into suspicion, you would be very wise indeed to suspect all the leaves that originally grew on that branch...
 If you can!  It's not easy to clear your mind.  It takes a convulsive effort to actually reconsider, instead of letting your mind fall into the pattern of rehearsing cached arguments.  "It ain't a true crisis of faith unless things could just as easily go either way," said Thor Shenkel.
 You should be extremely suspicious if you have many ideas suggested by a source that you now know to be untrustworthy, but by golly, it seems that all the ideas still ended up being right - the Bible being the obvious archetypal example.
 On the other hand... there's such a thing as sufficiently clear-cut evidence, that it no longer significantly matters where the idea originally came from.  Accumulating that kind of clear-cut evidence is what Science is all about.  It doesn't matter any more that Kekulé first saw the ring structure of benzene in a dream - it wouldn't matter if we'd found the hypothesis to test by generating random computer images, or from a spiritualist revealed as a fraud, or even from the Bible.  The ring structure of benzene is pinned down by enough experimental evidence to make the source of the suggestion irrelevant.
 In the absence of such clear-cut evidence, then you do need to pay attention to the original sources of ideas - to give experts more credence than layfolk, if their field has earned respect - to suspect ideas you originally got from suspicious sources - to distrust those whose motives are untrustworthy, if they cannot present arguments independent of their own authority.
 The genetic fallacy is a fallacy when there exist justifications beyond the genetic fact asserted, but the genetic accusation is presented as if it settled the issue.
 Some good rules of thumb (for humans):
 	Be suspicious of genetic accusations against beliefs that you dislike, especially if the proponent claims justifications beyond the simple authority of a speaker.  "Flight is a religious idea, so the Wright Brothers must be liars" is one of the classically given examples.
 	By the same token, don't think you can get good information about a technical issue just by sagely psychoanalyzing the personalities involved and their flawed motives.  If technical arguments exist, they get priority.
 	When new suspicion is cast on one of your fundamental sources, you really should doubt all the branches and leaves that grew from that root.  You are not licensed to reject them outright as conclusions, because reversed stupidity is not intelligence, but...
 	Be extremely suspicious if you find that you still believe the early suggestions of a source you later rejected.

Added:  Hal Finney suggests that we should call it "the genetic heuristic".
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    The torches that lit the narrow stairwell burned intensely and in the wrong color, flame like melting gold or shattered suns.
    192... 193...
    Brennan's sandals clicked softly on the stone steps, snicking in sequence, like dominos very slowly falling.
    227... 228...
    Half a circle ahead of him, a trailing fringe of dark cloth whispered down the stairs, the robed figure itself staying just out of sight.
239... 240...
Not much longer, Brennan predicted to himself, and his guess was accurate:
    Sixteen times sixteen steps was the number, and they stood before the portal of glass.
    The great curved gate had been wrought with cunning, humor, and close attention to indices of refraction: it warped light, bent it, folded it, and generally abused it, so that there were hints of what was on the other side (stronger light sources, dark walls) but no possible way of seeing through - unless, of course, you had the key: the counter-door, thick for thin and thin for thick, in which case the two would cancel out.
    From the robed figure beside Brennan, two hands emerged, gloved in reflective cloth to conceal skin's color.  Fingers like slim mirrors grasped the handles of the warped gate - handles that Brennan had not guessed; in all that distortion, shapes could only be anticipated, not seen.
    "Do you want to know?" whispered the guide; a whisper nearly as loud as an ordinary voice, but not revealing the slightest hint of gender.
    Brennan paused.  The answer to the question seemed suspiciously, indeed extraordinarily obvious, even for ritual.
 
     "Yes," Brennan said finally.
    The guide only regarded him silently.
    "Yes, I want to know," said Brennan.
    "Know what, exactly?" whispered the figure.
    Brennan's face scrunched up in concentration, trying to visualize the game to its end, and hoping he hadn't blown it already; until finally he fell back on the first and last resort, which is the truth:
    "It doesn't matter," said Brennan, "the answer is still yes."
    The glass gate parted down the middle, and slid, with only the tiniest scraping sound, into the surrounding stone.
    The revealed room was lined, wall-to-wall, with figures robed and hooded in light-absorbing cloth.  The straight walls were not themselves black stone, but mirrored, tiling a square grid of dark robes out to infinity in all directions; so that it seemed as if the people of some much vaster city, or perhaps the whole human kind, watched in assembly.  There was a hint of moist warmth in the air of the room, the breath of the gathered: a scent of crowds.
    Brennan's guide moved to the center of the square, where burned four torches of that relentless yellow flame.  Brennan followed, and when he stopped, he realized with a slight shock that all the cowled hoods were now looking directly at him.  Brennan had never before in his life been the focus of such absolute attention; it was frightening, but not entirely unpleasant.
    "He is here," said the guide in that strange loud whisper.
    The endless grid of robed figures replied in one voice: perfectly blended, exactly synchronized, so that not a single individual could be singled out from the rest, and betrayed:
    "Who is absent?"
    "Jakob Bernoulli," intoned the guide, and the walls replied:
    "Is dead but not forgotten."
    "Abraham de Moivre,"
    "Is dead but not forgotten."
    "Pierre-Simon Laplace,"
    "Is dead but not forgotten."
    "Edwin Thompson Jaynes,"
    "Is dead but not forgotten."
    "They died," said the guide, "and they are lost to us; but we still have each other, and the project continues."
    In the silence, the guide turned to Brennan, and stretched forth a hand, on which rested a small ring of nearly transparent material.
 Brennan stepped forward to take the ring -
    But the hand clenched tightly shut.
    "If three-fourths of the humans in this room are women," said the guide, "and three-fourths of the women and half of the men belong to the Heresy of Virtue, and I am a Virtuist, what is the probability that I am a man?"
    "Two-elevenths," Brennan said confidently.
    There was a moment of absolute silence.
    Then a titter of shocked laughter.
    The guide's whisper came again, truly quiet this time, almost nonexistent:  "It's one-sixth, actually."
    Brennan's cheeks were flaming so hard that he thought his face might melt off.  The instinct was very strong to run out of the room and up the stairs and flee the city and change his name and start his life over again and get it right this time.
    "An honest mistake is at least honest," said the guide, louder now, "and we may know the honesty by its relinquishment.  If I am a Virtuist, what is the probability that I am a man?"
    "One -" Brennan started to say.
    Then he stopped.  Again, the horrible silence.
    "Just say 'one-sixth' already," stage-whispered the figure, this time loud enough for the walls to hear; then there was more laughter, not all of it kind.
    Brennan was breathing rapidly and there was sweat on his forehead.  If he was wrong about this, he really was going to flee the city.  "Three fourths women times three fourths Virtuists is nine sixteenths female Virtuists in this room.  One fourth men times one half Virtuists is two sixteenths male Virtuists.  If I have only that information and the fact that you are a Virtuist, I would then estimate odds of two to nine, or a probability of two-elevenths, that you are male.  Though I do not, in fact, believe the information given is correct.  For one thing, it seems too neat.  For another, there are an odd number of people in this room."
    The hand stretched out again, and opened.
    Brennan took the ring.  It looked almost invisible, in the torchlight; not glass, but some material with a refractive index very close to air.  The ring was warm from the guide's hand, and felt like a tiny living thing as it embraced his finger.
    The relief was so great that he nearly didn't hear the cowled figures applauding.
    From the robed guide came one last whisper:
    "You are now a novice of the Bayesian Conspiracy."
  
 [image: Elimonk2darker]
 Image:  The Bayesian Master, by Erin Devereux
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Eliezer Yudkowsky, 10 April 2009 05:10PM
Since there's been much questioning of late over "What good is advanced rationality in the real world?", I'd like to remind everyone that it isn't all about post-doctoral-level reductionism.
 In particular, as a technique that seems like it ought to be useful in the real world, I exhibit the highly advanced, difficult, multi-component Crisis of Faith aka Reacting To The Damn Evidence aka Actually Changing Your Mind.
 Scanning through this post and the list of sub-posts at the bottom (EDIT: copied to below the fold) should certainly qualify it as "extreme rationality" or "advanced rationality" or "x-rationality" or "Bayescraft" or whatever you want to distinguish from "traditional rationality as passed down from Richard Feynman".
 An actual sit-down-for-an-hour Crisis of Faith might be something you'd only use once or twice in every year or two, but on important occasions.  And the components are often things that you could practice day in and day out, also to positive effect.
 I think this is the strongest foot that I could put forward for "real-world" uses of my essays.  (Anyone care to nominate an alternative?)
 Below the fold, I copy and paste the list of components from the original post, so that we have them at hand:
 	Avoiding Your Belief's Real Weak Points - One of the first temptations in a crisis of faith is to doubt the strongest points of your belief, so that you can rehearse your good answers.  You need to seek out the most painful spots, not the arguments that are most reassuring to consider.
 	The Meditation on Curiosity - Roger Zelazny once distinguished between "wanting to be an author" versus "wanting to write", and there is likewise a distinction between wanting to have investigated and wanting to investigate.  It is not enough to say "It is my duty to criticize my own beliefs"; you must be curious, and only uncertainty can create curiosity.  Keeping in mind Conservation of Expected Evidence may help you Update Yourself Incrementally:  For every single point that you consider, and each element of new argument and new evidence, you should not expect your beliefs to shift more (on average) in one direction than another - thus you can be truly curious each time about how it will go.
 	Cached Thoughts and Pirsig's Original Seeing, to prevent standard thoughts from rushing in and completing the pattern.
 	The Litany of Gendlin and the Litany of Tarski:  People can stand what is true, for they are already enduring it.  If a belief is true you will be better off believing it, and if it is false you will be better off rejecting it.  You would advise a religious person to try to visualize fully and deeply the world in which there is no God, and to, without excuses, come to the full understanding that if there is no God then they will be better off believing there is no God.  If one cannot come to accept this on a deep emotional level, they will not be able to have a crisis of faith.  So you should put in a sincere effort to visualize the alternative to your belief, the way that the best and highest skeptic would want you to visualize it.  Think of the effort a religionist would have to put forth to imagine, without corrupting it for their own comfort, an atheist's view of the universe.
 	Make an Extraordinary Effort, for the concept of isshokenmei, the desperate convulsive effort to be rational that it would take to surpass the level of Robert Aumann and all the great scientists throughout history who never let go of their religions.
 	The Genetic Heuristic:  You should be extremely suspicious if you have many ideas suggested by a source that you now know to be untrustworthy, but by golly, it seems that all the ideas still ended up being right.  (E.g., the one concedes that the Bible was written by human hands, but still clings to the idea that it contains indispensable ethical wisdom.)
 	The Importance of Saying "Oops" - it really is less painful to swallow the entire bitter pill in one terrible gulp.
 	Singlethink, the opposite of doublethink.  See the thoughts you flinch away from, that appear in the corner of your mind for just a moment before you refuse to think them.  If you become aware of what you are not thinking, you can think it.
 	Affective Death Spirals and Resist the Happy Death Spiral.  Affective death spirals are prime generators of false beliefs that it will take a Crisis of Faith to shake loose.  But since affective death spirals can also get started around real things that are genuinely nice, you don't have to admit that your belief is a lie, to try and resist the halo effect at every point - refuse false praise even of genuinely nice things.  Policy debates should not appear one-sided.
 	Hold Off On Proposing Solutions until the problem has been discussed as thoroughly as possible without proposing any; make your mind hold off from knowing what its answer will be; and try for five minutes before giving up, both generally, and especially when pursuing the devil's point of view.
 	The sequence on The Bottom Line and Rationalization, which explains why it is always wrong to selectively argue one side of a debate.
 	Positive Bias and motivated skepticism and motivated stopping, lest you selectively look for support, selectively look for counter-counterarguments, and selectively stop the argument before it gets dangerous.  Missing alternatives are a special case of stopping.  A special case of motivated skepticism is fake humility where you bashfully confess that no one can know something you would rather not know.  Don't selectively demand too much authority of counterarguments.
 	Beware of Semantic Stopsigns, Applause Lights, and the choice to  Explain/Worship/Ignore.
 	Feel the weight of Burdensome Details; each detail a separate burden, a point of crisis.
 

Original with comments: That Crisis thing seems pretty useful
Where Physics Meets Experience
Eliezer Yudkowsky, 25 April 2008 04:58AM
This post is part of the Quantum Physics Sequence.
Followup to:  Decoherence, Where Philosophy Meets Science 
 Once upon a time, there was an alien species, whose planet hovered in the void of a universe with laws almost like our own.  They would have been alien to us, but of course they did not think of themselves as alien.  They communicated via rapid flashes of light, rather than sound.  We'll call them the Ebborians.
 Ebborians reproduce by fission, an adult dividing into two new individuals.  They share genetic material, but not through sexual recombination; Ebborian adults swap genetic material with each other.  They have two eyes, four legs, and two hands, letting a fissioned Ebborian survive long enough to regrow.
 Human DNA is built in a double helix; unzipping the helix a little at a time produces two stretches of single strands of DNA.  Each single strand attracts complementary bases, producing a new double strand.  At the end of the operation, a DNA double helix has turned into two double helices.  Hence earthly life.
 Ebborians fission their brains, as well as their bodies, by a process something like how human DNA divides.
Imagine an Ebborian brain as a flat sheet of paper, computing in a way that is more electrical than chemical - charges flowing down conductive pathways.
 When it's time for an Ebborian to fission, the brain-paper splits down its thickness into two sheets of paper.  Each new sheet is capable of conducting electricity on its own.  Indeed, the Ebborian(s) stays conscious throughout the whole fissioning process.  Over time, the brain-paper grows thick enough to fission again.
 Electricity flows through Ebborian brains faster than human neurons fire.  But the Ebborian brain is constrained by its two-dimensionality.  An Ebborian brain-paper must split down its thickness while retaining the integrity of its program.  Ebborian evolution took the cheap way out: the brain-paper computes in a purely two-dimensional way.  The Ebborians have much faster neuron-equivalents, but they are far less interconnected.
 On the whole, Ebborians think faster than humans and remember less.  They are less susceptible to habit; they recompute what we would cache.  They would be incredulous at the idea that a human neuron might be connected to a thousand neighbors, and equally incredulous at the idea that our axons and dendrites propagate signals at only a few meters per second.
 The Ebborians have no concept of parents, children, or sexuality.  Every adult Ebborian remembers fissioning many times.  But Ebborian memories quickly fade if not used; no one knows the last common ancestor of those now alive.
 In principle, an Ebborian personality can be immortal.  Yet an Ebborian remembers less life than a seventy-year-old human.  They retain only the most important highlights of their last few millennia.  Is this immortality?  Is it death?

 The Ebborians had to rediscover natural selection from scratch, because no one retained their memories of being a fish.
 But I digress from my tale.
 Today, the Ebborians have gathered to celebrate a day which all present will remember for hundreds of years.  They have discovered (they believe) the Ultimate Grand Unified Theory of Everything for their universe.  The theory which seems, at last, to explain every known fundamental physical phenomenon - to predict what every instrument will measure, in every experiment whose initial conditions are exactly known, and which can be calculated on available computers.
 "But wait!" cries an Ebborian.  (We'll call this one Po'mi.)  "But wait!", cries Po'mi, "There are still questions the Unified Theory can't answer!  During the fission process, when exactly does one Ebborian consciousness become two separate people?"
 The gathered Ebborians look at each other.  Finally, there speaks the moderator of the gathering, the second-foremost Ebborian on the planet: the much-respected Nharglane of Ebbore, who achieved his position through consistent gentleness and courtesy.
 "Well," Nharglane says, "I admit I can't answer that one - but is it really a question of fundamental physics?"
 "I wouldn't even call that a 'question'," snorts De'da the Ebborian, "seeing as how there's no experimental test whose result depends on the answer."
 "On the contrary," retorts Po'mi, "all our experimental results ultimately come down to our experiences.  If a theory of physics can't predict what we'll experience, what good is it?"
 De'da shrugs.  "One person, two people - how does that make a difference even to experience?  How do you tell even internally whether you're one person or two people?  Of course, if you look over and see your other self, you know you're finished dividing - but by that time your brain has long since finished splitting."
 "Clearly," says Po'mi, "at any given point, whatever is having an experience is one person.  So it is never necessary to tell whether you are one person or two people.  You are always one person.  But at any given time during the split, does there exist another, different consciousness as yet, with its own awareness?"
 De'da performs an elaborate quiver, the Ebborian equivalent of waving one's hands.  "When the brain splits, it splits fast enough that there isn't much time where the question would be ambiguous.  One instant, all the electrical charges are moving as a whole.  The next instant, they move separately."
 "That's not true," says Po'mi.  "You can't sweep the problem under the rug that easily.  There is a quite appreciable time - many picoseconds - when the two halves of the brain are within distance for the moving electrical charges in each half to tug on the other.  Not quite causally separated, and not quite the same computation either.  Certainly there is a time when there is definitely one person, and a time when there is definitely two people.  But at which exact point in between are there two distinct conscious experiences?"
 "My challenge stands," says De'da.  "How does it make a difference, even a difference of first-person experience, as to when you say the split occurs?  There's no third-party experiment you can perform to tell you the answer.  And no difference of first-person experience, either.  Your belief that consciousness must 'split' at some particular point, stems from trying to model consciousness as a big rock of awareness that can only be in one place at a time.  There's no third-party experiment, and no first-person experience, that can tell you when you've split; the question is meaningless."
 "If experience is meaningless," retorts Po'mi, "then so are all our scientific theories, which are merely intended to explain our experiences."
 "If I may," says another Ebborian, named Yu'el, "I think I can refine my honorable colleague Po'mi's dilemma.  Suppose that you anesthetized one of us -"
 (Ebborians use an anesthetic that effectively shuts off electrical power to the brain - no processing or learning occurs while an Ebborian is anesthetized.)
 "- and then flipped a coin.  If the coin comes up heads, you split the subject while they are unconscious.  If the coin comes up tails, you leave the subject as is.  When the subject goes to sleep, should they anticipate a 2/3 probability of seeing the coin come up heads, or anticipate a 1/2 probability of seeing the coin come up heads?  If you answer 2/3, then there is a difference of anticipation that could be made to depend on exactly when you split."
 "Clearly, then," says De'da, "the answer is 1/2, since answering 2/3 gets us into paradoxical and ill-defined issues."
 Yu'el looks thoughtful.  "What if we split you into 512 parts while you were anesthetized?  Would you still answer a probability of 1/2 for seeing the coin come up heads?"
 De'da shrugs.  "Certainly.  When I went to sleep, I would figure on a 1/2 probability that I wouldn't get split at all."
 "Hmm..." Yu'el says.  "All right, suppose that we are definitely going to split you into 16 parts.  3 of you will wake up in a red room, 13 of you will wake up in a green room.  Do you anticipate a 13/16 probability of waking up in a green room?"
 "I anticipate waking up in a green room with near-1 probability," replies De'da, "and I anticipate waking up in a red room with near-1 probability.  My future selves will experience both outcomes."
 "But I'm asking about your personal anticipation," Yu'el persists.  "When you fall asleep, how much do you anticipate seeing a green room?  You can't see both room colors at once - that's not an experience anyone will have - so which color do you personally anticipate more?"
 De'da shakes his head.  "I can see where this is going; you plan to ask what I anticipate in cases where I may or may not be split.  But I must deny that your question has an objective answer, precisely because of where it leads.  Now, I do say to you, that I care about my future selves.  If you ask me whether I would like each of my green-room selves, or each of my red-room selves, to receive ten dollars, I will of course choose the green-roomers - but I don't care to follow this notion of 'personal anticipation' where you are taking it."
 "While you are anesthetized," says Yu'el, "I will flip a coin; if the coin comes up heads, I will put 3 of you into red rooms and 13 of you into green rooms.  If the coin comes up tails, I will reverse the proportion.  If you wake up in a green room, what is your posterior probability that the coin came up heads?"
 De'da pauses.  "Well..." he says slowly, "Clearly, some of me will be wrong, no matter which reasoning method I use - but if you offer me a bet, I can minimize the number of me who bet poorly, by using the general policy, of each self betting as if the posterior probability of their color dominating is 13/16.  And if you try to make that judgment depend on the details of the splitting process, then it just depends on how whoever offers the bet counts Ebborians."
 Yu'el nods.  "I can see what you are saying, De'da.  But I just can't make myself believe it, at least not yet.  If there were to be 3 of me waking up in red rooms, and a billion of me waking up in green rooms, I would quite strongly anticipate seeing a green room when I woke up.  Just the same way that I anticipate not winning the lottery.  And if the proportions of three red to a billion green, followed from a coin coming up heads; but the reverse proportion, of a billion red to three green, followed from tails; and I woke up and saw a red room; why, then, I would be nearly certain - on a quite personal level - that the coin had come up tails."
 "That stance exposes you to quite a bit of trouble," notes De'da.
 Yu'el nods.  "I can even see some of the troubles myself.  Suppose you split brains only a short distance apart from each other, so that they could, in principle, be fused back together again?  What if there was an Ebborian with a brain thick enough to be split into a million parts, and the parts could then re-unite?  Even if it's not biologically possible, we could do it with a computer-based mind, someday.  Now, suppose you split me into 500,000 brains who woke up in green rooms, and 3 much thicker brains who woke up in red rooms.  I would surely anticipate seeing the green room.  But most of me who see the green room will see nearly the same thing - different in tiny details, perhaps, enough to differentiate our experience, but such details are soon forgotten.  So now suppose that my 500,000 green selves are reunited into one Ebborian, and my 3 red selves are reunited into one Ebborian.  Have I just sent nearly all of my "subjective probability" into the green future self, even though it is now only one of two?  With only a little more work, you can see how a temporary expenditure of computing power, or a nicely refined brain-splitter and a dose of anesthesia, would let you have a high subjective probability of winning any lottery.  At least any lottery that involved splitting you into pieces."
 De'da furrows his eyes.  "So have you not just proved your own theory to be nonsense?"
 "I'm not sure," says Yu'el.  "At this point, I'm not even sure the conclusion is wrong."
 "I didn't suggest your conclusion was wrong," says De'da, "I suggested it was nonsense.  There's a difference."
 "Perhaps," says Yu'el.  "Perhaps it will indeed turn out to be nonsense, when I know better.  But if so, I don't quite know better yet.  I can't quite see how to eliminate the notion of subjective anticipation from my view of the universe.  I would need something to replace it, something to re-fill the role that anticipation currently plays in my worldview."
 De'da shrugs.  "Why not just eliminate 'subjective anticipation' outright?"
 "For one thing," says Yu'el, "I would then have no way to express my surprise at the orderliness of the universe.  Suppose you claimed that the universe was actually made up entirely of random experiences, brains temporarily coalescing from dust and experiencing all possible sensory data.  Then if I don't count individuals, or weigh their existence somehow, that chaotic hypothesis would predict my existence as strongly as does science.  The realization of all possible chaotic experiences would predict my own experience with probability 1.  I need to keep my surprise at having this particular orderly experience, to justify my anticipation of seeing an orderly future.  If I throw away the notion of subjective anticipation, then how do I differentiate the chaotic universe from the orderly one?  Presumably there are Yu'els, somewhere in time and space (for the universe is spatially infinite) who are about to have a really chaotic experience.  I need some way of saying that these Yu'els are rare, or weigh little - some way of mostly anticipating that I won't sprout wings and fly away.  I'm not saying that my current way of doing this is good bookkeeping, or even coherent bookkeeping; but I can't just delete the bookkeeping without a more solid understanding to put in its place.  I need some way to say that there are versions of me who see one thing, and versions of me who see something else, but there's some kind of different weight on them.  Right now, what I try to do is count copies - but I don't know exactly what constitutes a copy."
 Po'mi clears his throat, and speaks again.  "So, Yu'el, you agree with me that there exists a definite and factual question as to exactly when there are two conscious experiences, instead of one."
 "That, I do not concede," says Yu'el.  "All that I have said may only be a recital of my own confusion.  You are too quick to fix the language of your beliefs, when there are words in it that, by your own admission, you do not understand.  No matter how fundamental your experience feels to you, it is not safe to trust that feeling, until experience is no longer something you are confused about.  There is a black box here, a mystery.  Anything could be inside that box - any sort of surprise - a shock that shatters everything you currently believe about consciousness.  Including upsetting your belief that experience is fundamental.  In fact, that strikes me as a surprise you should anticipate - though it will still come as a shock."
 "But then," says Po'mi, "do you at least agree that if our physics does not specify which experiences are experienced, or how many of them, or how much they 'weigh', then our physics must be incomplete?"
 "No," says Yu'el, "I don't concede that either.  Because consider that, even if a physics is known - even if we construct a universe with very simple physics, much simpler than our own Unified Theory - I can still present the same split-brain dilemmas, and they will still seem just as puzzling.  This suggests that the source of the confusion is not in our theories of fundamental physics.  It is on a higher level of organization.  We can't compute exactly how proteins will fold up; but this is not a deficit in our theory of atomic dynamics, it is a deficit of computing power.  We don't know what makes sharkras bloom only in spring; but this is not a deficit in our Unified Theory, it is a deficit in our biology - we don't possess the technology to take the sharkras apart on a molecular level to find out how they work.  What you are pointing out is a gap in our science of consciousness, which would present us with just the same puzzles even if we knew all the fundamental physics.  I see no work here for physicists, at all."
 Po'mi smiles faintly at this, and is about to reply, when a listening Ebborian shouts, "What, have you begun to believe in zombies?  That when you specify all the physical facts about a universe, there are facts about consciousness left over?"
 "No!" says Yu'el.  "Of course not!  You can know the fundamental physics of a universe, hold all the fundamental equations in your mind, and still not have all the physical facts.  You may not know why sharkras bloom in the summer.  But if you could actually hold the entire fundamental physical state of the sharkra in your mind, and understand all its levels of organization, then you would necessarily know why it blooms - there would be no fact left over, from outside physics.  When I say, 'Imagine running the split-brain experiment in a universe with simple known physics,' you are not concretely imagining that universe, in every detail.  You are not actually specifying the entire physical makeup of an Ebborian in your imagination.  You are only imagining that you know it.  But if you actually knew how to build an entire conscious being from scratch, out of paperclips and rubberbands, you would have a great deal of knowledge that you do not presently have.  This is important information that you are missing!  Imagining that you have it, does not give you the insights that would follow from really knowing the full physical state of a conscious being."
 "So," Yu'el continues, "We can imagine ourselves knowing the fundamental physics, and imagine an Ebborian brain splitting, and find that we don't know exactly when the consciousness has split.  Because we are not concretely imagining a complete and detailed description of a conscious being, with full comprehension of the implicit higher levels of organization.  There are knowledge gaps here, but they are not gaps of physics.  They are gaps in our understanding of consciousness.  I see no reason to think that fundamental physics has anything to do with such questions."
 "Well then," Po'mi says, "I have a puzzle I should like you to explain, Yu'el.  As you know, it was discovered not many years ago, that our universe has four spatial dimensions, rather than three dimensions, as it first appears."
 "Aye," says Nharglane of Ebbore, "this was a key part in our working-out of the Unified Theory.  Our models would be utterly at a loss to account for observed experimental results, if we could not model the fourth dimension, and differentiate the fourth-dimensional density of materials."
 "And we also discovered," continues Po'mi, "that our very planet of Ebbore, including all the people on it, has a four-dimensional thickness, and is constantly fissioning along that thickness, just as our brains do.  Only the fissioned sides of our planet do not remain in contact, as our new selves do; the sides separate into the fourth-dimensional void."
 Nharglane nods.  "Yes, it was rather a surprise to realize that the whole world is duplicated over and over.  I shall remember that realization for a long time indeed.  It is a good thing we Ebborians had our experience with self-fissioning, to prepare us for the shock.  Otherwise we might have been driven mad, and embraced absurd physical theories."
 "Well," says Po'mi, "when the world splits down its four-dimensional thickness, it does not always split exactly evenly.  Indeed, it is not uncommon to see nine-tenths of the four-dimensional thickness in one side."
 "Really?" says Yu'el.  "My knowledge of physics is not so great as yours, but -"
 "The statement is correct," says the respected Nharglane of Ebbore.
 "Now," says Po'mi, "if fundamental physics has nothing to do with consciousness, can you tell me why the subjective probability of finding ourselves in a side of the split world, should be exactly proportional to the square of the thickness of that side?"
 There is a great terrible silence.
 "WHAT?" says Yu'el.
 "WHAT?" says De'da.
 "WHAT?" says Nharglane.
 "WHAT?" says the entire audience of Ebborians.
 To be continued...
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Timeless Beauty
Eliezer Yudkowsky, 28 May 2008 04:32AM
This post is part of the Quantum Physics Sequence.
Followup to:  Timeless Physics
 One of the great surprises of humanity's early study of physics was that there were universal laws, that the heavens were governed by the same order as the Earth:  Laws that hold in all times, in all places, without known exception.  Sometimes we discover a seeming exception to the old law, like Mercury's precession, but soon it turns out to perfectly obey a still deeper law, that once again is universal as far as the eye can see.
 Every known law of fundamental physics is perfectly global.  We know no law of fundamental physics that applies on Tuesdays but not Wednesdays, or that applies in the Northern hemisphere but not the Southern.
 In classical physics, the laws are universal; but there are also other entities that are neither perfectly global nor perfectly local.  Like the case I discussed yesterday, of an entity called "the lamp" where "the lamp" is OFF at 7:00am but ON at 7:02am; the lamp entity extends through time, and has different values at different times.  The little billiard balls are like that in classical physics; a classical billiard ball is (alleged to be) a fundamentally existent entity, but it has a world-line, not a world-point.
 In timeless physics, everything that exists is either perfectly global or perfectly local.  The laws are perfectly global.  The configurations are perfectly local - every possible arrangement of particles has a single complex amplitude assigned to it, which never changes from one time to another.  Each configuration only affects, and is affected by, its immediate neighbors.  Each actually existent thing is perfectly unique, as a mathematical entity.
 Newton, first to combine the Heavens and the Earth with a truly universal generalization, saw a clockwork universe of moving billiard balls and their world-lines, governed by perfect exceptionless laws. Newton was the first to look upon a greater beauty than any mere religion had ever dreamed.
 But the beauty of classical physics doesn't begin to compare to the beauty of timeless quantum physics.

 Timeful quantum physics is pretty, but it's not all that much prettier than classical physics.  In timeful physics the "same configuration" can still have different values at different times, its own little world-line, like a lamp switching from OFF to ON.  There's that ugly t complicating the equations.
 You can see the beauty of timeless quantum physics by noticing how much easier it is to mess up the perfection, if you try to tamper with Platonia.
 Consider the collapse interpretation of quantum mechanics.  To people raised on timeful quantum physics, "the collapse of the wavefunction" sounds like it might be a plausible physical mechanism.
 If you step back and look upon the timeless mist over the entire configuration space, all dynamics manifest in its perfectly local relations, then the "pruning" process of collapse suddenly shows up as a hugely ugly discontinuity in the timeless object.  Instead of a continuous mist, we have something that looks like a maimed tree with branches hacked off and sap-bleeding stumps left behind.  The perfect locality is ruined, because whole branches are hacked off in one operation.  Likewise, collapse destroys the perfect global uniformity of the laws that relate each configuration to its neighborhood; sometimes we have the usual relation of amplitude flow, and then sometimes we have the collapsing-relation instead.

 This is the power of beauty:  The more beautiful something is, the more obvious it becomes when you mess it up.
 I was surprised that many of yesterday's commenters seemed to think that Barbour's timeless physics was nothing new, relative to the older idea of a Block Universe.  3+1D Minkowskian spacetime has no privileged space of simultaneity, which, in its own way, seems to require you to throw out the concept of a global now.  From Minkowskian 3+1, I had the idea of "time as a single perfect 4D crystal" - I didn't know the phrase "Block Universe", but seemed evident enough.
 Nonetheless, I did not really get timelessness until I read Barbour.  Saying that the t coordinate was just another coordinate, didn't have nearly the same impact on me as tossing the t coordinate out the window.
 Special Relativity is widely accepted, but that doesn't stop people from talking about "nonlocal collapse" or "retrocausation" - relativistic timeful QM isn't beautiful enough to protect itself from complication.
 Shane Legg's reaction is the effect I was looking for:
 "Stop it!  If I intuitively took on board your timeless MWI view of the world... well, I'm worried that this might endanger my illusion of consciousness.  Thinking about it is already making me feel a bit weird."

 I wish I knew whether the unimpressed commenters got what Shane Legg did, just from hearing about Special Relativity; or if they still haven't gotten it yet from reading my brief summary of Barbour.
 But in any case, let me talk in principle about why it helps to toss out the t coordinate:
 To reduce a thing, you must reduce it to something that does not itself have the property you want to explain.
 In old-school Artificial Intelligence, a researcher wonders where the meaning of a word like "apple" comes from.  They want to get knowledge about "apples" into their beloved AI system, so they create a LISP token named apple.  They realize that if they claim the token is meaningful of itself, they have not really reduced the nature of meaning...  So they assert that "the apple token is not meaningful by itself", and then go on to say, "The meaning of the apple token emerges from its network of connections to other tokens."  This is not true reductionism.  It is wrapping up your confusion in a gift-box.
 To reduce time, you must reduce it to something that is not time.  It is not enough to take the t coordinate, and say that it is "just another dimension".  So long as the t coordinate is there, it acts as a mental sponge that can soak up all the time-ness that you want to explain.  If you toss out the t coordinate, you are forced to see time as something else, and not just see time as "time".
 Tomorrow (if I can shake today's cold) I'll talk about one of my points of departure from Barbour:  Namely, I have no problem with discarding time and keeping causality.  The commenters who complained about Barbour grinding up the universe into disconnected slices, may be reassured:  On this point, I think Barbour is trying too hard.  We can discard t, and still keep causality within r.
 I dare to disagree with Barbour, on this point, because it seems plausible that Barbour has not studied Judea Pearl and colleagues' formulation of causality -
 - which likewise makes no use of a t coordinate.
 Pearl et. al.'s formulation of "causality" would not be anywhere near as enlightening, if they had to put t coordinates on everything for the math to make sense.  Even if the authors insisted that t was "just another property" or "just another number"... well, if you've read Pearl, you see my point.  It would correspond to a much weaker understanding.
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Normal Cryonics
Eliezer Yudkowsky, 19 January 2010 07:08PM
I recently attended a small gathering whose purpose was to let young people signed up for cryonics meet older people signed up for cryonics - a matter of some concern to the old guard, for obvious reasons.
 The young cryonicists' travel was subsidized.  I suspect this led to a greatly different selection filter than usually prevails at conferences of what Robin Hanson would call "contrarians".  At an ordinary conference of transhumanists - or libertarians, or atheists - you get activists who want to meet their own kind, strongly enough to pay conference fees and travel expenses.  This conference was just young people who took the action of signing up for cryonics, and who were willing to spend a couple of paid days in Florida meeting older cryonicists.
 The gathering was 34% female, around half of whom were single, and a few kids.  This may sound normal enough, unless you've been to a lot of contrarian-cluster conferences, in which case you just spit coffee all over your computer screen and shouted "WHAT?"  I did sometimes hear "my husband persuaded me to sign up", but no more frequently than "I pursuaded my husband to sign up".  Around 25% of the people present were from the computer world, 25% from science, and 15% were doing something in music or entertainment - with possible overlap, since I'm working from a show of hands.
 I was expecting there to be some nutcases in that room, people who'd signed up for cryonics for just the same reason they subscribed to homeopathy or astrology, i.e., that it sounded cool.  None of the younger cryonicists showed any sign of it.  There were a couple of older cryonicists who'd gone strange, but none of the young ones that I saw.  Only three hands went up that did not identify as atheist/agnostic, and I think those also might have all been old cryonicists.  (This is surprising enough to be worth explaining, considering the base rate of insanity versus sanity.  Maybe if you're into woo, there is so much more woo that is better optimized for being woo, that no one into woo would give cryonics a second glance.)
 The part about actually signing up may also be key - that's probably a ten-to-one or worse filter among people who "get" cryonics.  (I put to Bill Faloon of the old guard that probably twice as many people had died while planning to sign up for cryonics eventually, than had actually been suspended; and he said "Way more than that.")  Actually signing up is an intense filter for Conscientiousness, since it's mildly tedious (requires multiple copies of papers signed and notarized with witnesses) and there's no peer pressure.
 For whatever reason, those young cryonicists seemed really normal - except for one thing, which I'll get to tomorrow.  Except for that, then, they seemed like very ordinary people: the couples and the singles, the husbands and the wives and the kids, scientists and programmers and sound studio technicians.
 It tears my heart out.
 At some future point I ought to post on the notion of belief hysteresis, where you get locked into whatever belief hits you first.  So it had previously occurred to me (though I didn't write the post) to argue for cryonics via a conformity reversal test:
 If you found yourself in a world where everyone was signed up for cryonics as a matter of routine - including everyone who works at your office - you wouldn't be the first lonely dissenter to earn the incredulous stares of your coworkers by unchecking the box that kept you signed up for cryonics, in exchange for an extra $300 per year.
 (Actually it would probably be a lot cheaper, more like $30/year or a free government program, with that economy of scale; but we should ignore that for purposes of the reversal test.)
 The point being that if cryonics were taken for granted, it would go on being taken for granted; it is only the state of non-cryonics that is unstable, subject to being disrupted by rational argument.
 And this cryonics meetup was that world.  It was the world of the ordinary scientists and programmers and sound studio technicians who had signed up for cryonics as a matter of simple common sense.
 It tears my heart out.
 Those young cryonicists weren't heroes.  Most of the older cryonicists were heroes, and of course there were a couple of other heroes among us young folk, like a former employee of Methuselah who'd left to try to put together a startup/nonprofit around a bright idea he'd had for curing cancer (note: even I think this is an acceptable excuse).  But most of the younger cryonicists weren't there to fight a desperate battle against Death, they were people who'd signed up for cryonics because it was the obvious thing to do.
 And it tears my heart out, because I am a hero and this was like seeing a ray of sunlight from a normal world, some alternate Everett branch of humanity where things really were normal instead of crazy all the goddamned time, a world that was everything this world could be and isn't.
 Then there were the children, some of whom had been signed up for cryonics since the day they were born.
 It tears my heart out.  I'm having trouble remembering to breathe as I write this.  My own little brother isn't breathing and never will again.
 You know what?  I'm going to come out and say it.  I've been unsure about saying it, but after attending this event, and talking to the perfectly ordinary parents who signed their kids up for cryonics like the goddamn sane people do, I'm going to come out and say it:  If you don't sign up your kids for cryonics then you are a lousy parent.
 If you aren't choosing between textbooks and food, then you can afford to sign up your kids for cryonics.  I don't know if it's more important than a home without lead paint, or omega-3 fish oil supplements while their brains are maturing, but it's certainly more important than you going to the movies or eating at nice restaurants.  That's part of the bargain you signed up for when you became a parent.  If you can afford kids at all, you can afford to sign up your kids for cryonics, and if you don't, you are a lousy parent.  I'm just back from an event where the normal parents signed their normal kids up for cryonics, and that is the way things are supposed to be and should be, and whatever excuses you're using or thinking of right now, I don't believe in them any more, you're just a lousy parent.
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Rationality Quotes 20
Eliezer Yudkowsky, 22 December 2008 10:05PM
"For every stock you buy, there is someone selling you that stock.  What is it that you know that they don't?  What is it that they know, that you don't?  Who has the edge?  If it's not you, chances are you are going to lose money on the deal."
        -- Mark Cuban 
 "If you have two choices, choose the harder.  If you're trying to decide whether to go out running or sit home and watch TV, go running.  Probably the reason this trick works so well is that when you have two choices and one is harder, the only reason you're even considering the other is laziness.  You know in the back of your mind what's the right thing to do, and this trick merely forces you to acknowledge it."
        -- Paul Graham 
 "Never attribute to malice that which can be adequately explained by stupidity."
        -- Hanlon's Razor
 "I divide my officers into four classes; the clever, the lazy, the industrious, and the stupid.  Each officer possesses at least two of these qualities.  Those who are clever and industrious are fitted for the highest staff appointments.  Use can be made of those who are stupid and lazy.  The man who is clever and lazy however is for the very highest command; he has the temperament and nerves to deal with all situations.  But whoever is stupid and industrious is a menace and must be removed immediately!"
        -- General Kurt von Hammerstein-Equord 
 "There's no such thing as a human who doesn't commit sin.  It's not like the world is divided into sinners and the innocent.  There are only people who can and who cannot atone for their sins."
        -- Ciel
 "Simple stupidity is never enough.  People need to pile stupidity on stupidity on stupidity."
        -- Mark C. Chu-Carroll
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I'm going to try and produce summaries of the quantum physics series today or tomorrow.
 Andrew Hay has produced a neat graph of (explicit) dependencies among my Overcoming Bias posts - an automatically generated map of the "Followup to" structure:
Eliezer's Post Dependencies (includes only posts with dependencies)
All of my posts (including posts without dependencies)

Subscribe here to future email notifications for when the popular book comes out (which may be a year or two later), and/or I start producing e-books:
Notifications for the rationality book, or for any other stuff I produce

(Thanks to Christian Rovner for setting up PHPList.)
 Sometime in the next two weeks, I need to get at least one Powerpoint presentation of mine re-produced to professional standards of graphic design.  Ideally, in a form that will let me make small modifications myself.  This is likely to lead into other graphic design work on producing the ebooks, redesigning my personal website, creating Bayesian Conspiracy T-shirts, etc.
 I am not looking for an unpaid volunteer.  I am looking for a professional graphic designer who can do sporadic small units of work quickly.
 Desired style for the presentation:  Professional-looking and easy-to-read (as opposed to flamboyant / elaborate).  I already have the presentation content, in black text on white background.  I would like it to look like it was produced by a grownup, which is beyond my own skill.  Emails to sentience@pobox.com, please include your fee schedule and a link to your portfolio.
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If Many-Worlds Had Come First
Eliezer Yudkowsky, 10 May 2008 07:43AM
This post is part of the Quantum Physics Sequence.
Followup to: Collapse Postulates, Decoherence is Simple, Falsifiable and Testable
 Not that I'm claiming I could have done better, if I'd been born into that time, instead of this one...
 Macroscopic decoherence - the idea that the known quantum laws that govern microscopic events, might simply govern at all levels without alteration - also known as "many-worlds" - was first proposed in a 1957 paper by Hugh Everett III.  The paper was ignored.  John Wheeler told Everett to see Niels Bohr.  Bohr didn't take him seriously.
 Crushed, Everett left academic physics, invented the general use of Lagrange multipliers in optimization problems, and became a multimillionaire.
 It wasn't until 1970, when Bryce DeWitt (who coined the term "many-worlds") wrote an article for Physics Today, that the general field was first informed of Everett's ideas.  Macroscopic decoherence has been gaining advocates ever since, and may now be the majority viewpoint (or not).
 But suppose that decoherence and macroscopic decoherence had been realized immediately following the discovery of entanglement, in the 1920s.  And suppose that no one had proposed collapse theories until 1957.  Would decoherence now be steadily declining in popularity, while collapse theories were slowly gaining steam?
 Imagine an alternate Earth, where the very first physicist to discover entanglement and superposition, said, "Holy flaming monkeys, there's a zillion other Earths out there!"
 In the years since, many hypotheses have been proposed to explain the mysterious Born probabilities.  But no one has yet suggested a collapse postulate.  That possibility simply has not occurred to anyone.
 One day, Huve Erett walks into the office of Biels Nohr...
 
 "I just don't understand," Huve Erett said, "why no one in physics even seems interested in my hypothesis.  Aren't the Born statistics the greatest puzzle in modern quantum theory?"
 Biels Nohr sighed.  Ordinarily, he wouldn't even bother, but something about the young man compelled him to try.
 "Huve," says Nohr, "every physicist meets dozens of people per year who think they've explained the Born statistics.  If you go to a party and tell someone you're a physicist, chances are at least one in ten they've got a new explanation for the Born statistics.  It's one of the most famous problems in modern science, and worse, it's a problem that everyone thinks they can understand.  To get attention, a new Born hypothesis has to be... pretty darn good."
 "And this," Huve says, "this isn't good?"
 Huve gestures to the paper he'd brought to Biels Nohr.  It is a short paper.  The title reads, "The Solution to the Born Problem".  The body of the paper reads:
  "When you perform a measurement on a quantum system, all parts of the wavefunction except one point, vanish, with the survivor chosen non-deterministically in a way determined by the Born statistics."
 
 "Let me make absolutely sure," Nohr says carefully, "that I understand you.  You're saying that we've got this wavefunction - evolving according to the Wheeler-DeWitt equation - and, all of a sudden, the whole wavefunction, except for one part, just spontaneously goes to zero amplitude.  Everywhere at once.  This happens when, way up at the macroscopic level, we 'measure' something."
 "Right!" Huve says.
 "So the wavefunction knows when we 'measure' it.  What exactly is a 'measurement'?  How does the wavefunction know we're here?  What happened before humans were around to measure things?"
 "Um..."  Huve thinks for a moment.  Then he reaches out for the paper, scratches out "When you perform a measurement on a quantum system", and writes in, "When a quantum superposition gets too large."
 Huve looks up brightly.  "Fixed!"
 "I see," says Nohr.  "And how large is 'too large'?"
 "At the 50-micron level, maybe," Huve says, "I hear they haven't tested that yet."
 Suddenly a student sticks his head into the room.  "Hey, did you hear?  They just verified superposition at the 50-micron level."
 "Oh," says Huve, "um, whichever level, then.  Whatever makes the experimental results come out right."
 Nohr grimaces.  "Look, young man, the truth here isn't going to be comfortable.  Can you hear me out on this?"
 "Yes," Huve says, "I just want to know why physicists won't listen to me."
 "All right," says Nohr.  He sighs.  "Look, if this theory of yours were actually true - if whole sections of the wavefunction just instantaneously vanished - it would be... let's see.  The only law in all of quantum mechanics that is non-linear, non-unitary, non-differentiable and discontinuous.  It would prevent physics from evolving locally, with each piece only looking at its immediate neighbors.  Your 'collapse' would be the only fundamental phenomenon in all of physics with a preferred basis and a preferred space of simultaneity.  Collapse would be the only phenomenon in all of physics that violates CPT symmetry, Liouville's Theorem, and Special Relativity.  In your original version, collapse would also have been the only phenomenon in all of physics that was inherently mental.  Have I left anything out?"
 "Collapse is also the only acausal phenomenon," Huve points out.  "Doesn't that make the theory more wonderful and amazing?"
 "I think, Huve," says Nohr, "that physicists may view the exceptionalism of your theory as a point not in its favor."
 "Oh," said Huve, taken aback.  "Well, I think I can fix that non-differentiability thing by postulating a second-order term in the -"
 "Huve," says Nohr, "I don't think you're getting my point, here.  The reason physicists aren't paying attention to you, is that your theory isn't physics.  It's magic."
 "But the Born statistics are the greatest puzzle of modern physics, and this theory provides a mechanism for the Born statistics!" Huve protests.
 "No, Huve, it doesn't," Nohr says wearily.  "That's like saying that you've 'provided a mechanism' for electromagnetism by saying that there are little angels pushing the charged particles around in accordance with Maxwell's Equations.  Instead of saying, 'Here are Maxwell's Equations, which tells the angels where to push the electrons', we just say, 'Here are Maxwell's Equations' and are left with a strictly simpler theory.  Now, we don't know why the Born statistics happen.  But you haven't given the slightest reason why your 'collapse postulate' should eliminate worlds in accordance with the Born statistics, rather than something else.  You're not even making use of the fact that quantum evolution is unitary -"
 "That's because it's not," interjects Huve.
 "- which everyone pretty much knows has got to be the key to the Born statistics, somehow.  Instead you're merely saying, 'Here are the Born statistics, which tell the collapser how to eliminate worlds', and it's strictly simpler to just say 'Here are the Born statistics'."
 "But -" says Huve.
 "Also," says Nohr, raising his voice, "you've given no justification for why there's only one surviving world left by the collapse, or why the collapse happens before any humans get superposed, which makes your theory really suspicious to a modern physicist.  This is exactly the sort of untestable hypothesis that the 'One Christ' crowd uses to argue that we should 'teach the controversy' when we tell high school students about other Earths."
 "I'm not a One-Christer!" protests Huve.
 "Fine," Nohr says, "then why do you just assume there's only one world left?  And that's not the only problem with your theory.  Which part of the wavefunction gets eliminated, exactly?  And in which basis?  It's clear that the whole wavefunction isn't being compressed down to a delta, or ordinary quantum computers couldn't stay in superposition when any collapse occurred anywhere - heck, ordinary molecular chemistry might start failing -"
 Huve quickly crosses out 'one point' on his paper, writes in 'one part', and then says, "Collapse doesn't compress the wavefunction down to one point.  It eliminates all the amplitude except one world, but leaves all the amplitude in that world."
 "Why?" says Nohr.  "In principle, once you postulate 'collapse', then 'collapse' could eliminate any part of the wavefunction, anywhere - why just one neat world left?  Does the collapser know we're in here?"
 Huve says, "It leaves one whole world because that's what fits our experiments."
 "Huve," Nohr says patiently, "the term for that is 'post hoc'.  Furthermore, decoherence is a continuous process.  If you partition by whole brains with distinct neurons firing, the partitions have almost zero mutual interference within the wavefunction.  But plenty of other processes overlap a great deal.  There's no possible way you can point to 'one world' and eliminate everything else without making completely arbitrary choices, including an arbitrary choice of basis -"
 "But -" Huve says.
 "And above all," Nohr says, "the reason you can't tell me which part of the wavefunction vanishes, or exactly when it happens, or exactly what triggers it, is that if we did adopt this theory of yours, it would be the only informally specified, qualitative fundamental law taught in all of physics.  Soon no two physicists anywhere would agree on the exact details!  Why?  Because it would be the only fundamental law in all of modern physics that was believed without experimental evidence to nail down exactly how it worked."
 "What, really?" says Huve.  "I thought a lot of physics was more informal than that.  I mean, weren't you just talking about how it's impossible to point to 'one world'?"
 "That's because worlds aren't fundamental, Huve!  We have massive experimental evidence underpinning the fundamental law, the Wheeler-DeWitt equation, that we use to describe the evolution of the wavefunction.  We just apply exactly the same equation to get our description of macroscopic decoherence.  But for difficulties of calculation, the equation would, in principle, tell us exactly when macroscopic decoherence occurred.  We don't know where the Born statistics come from, but we have massive evidence for what the Born statistics are.  But when I ask you when, or where, collapse occurs, you don't know - because there's no experimental evidence whatsoever to pin it down.  Huve, even if this 'collapse postulate' worked the way you say it does, there's no possible way you could know it!  Why not a gazillion other equally magical possibilities?"
 Huve raises his hands defensively.  "I'm not saying my theory should be taught in the universities as accepted truth!  I just want it experimentally tested! Is that so wrong?"
 "You haven't specified when collapse happens, so I can't construct a test that falsifies your theory," says Nohr.  "Now with that said, we're already looking experimentally for any part of the quantum laws that change at increasingly macroscopic levels.  Both on general principles, in case there's something in the 20th decimal point that only shows up in macroscopic systems, and also in the hopes we'll discover something that sheds light on the Born statistics.  We check decoherence times as a matter of course.  But we keep a broad outlook on what might be different.  Nobody's going to privilege your non-linear, non-unitary, non-differentiable, non-local, non-CPT-symmetric, non-relativistic, a-frikkin-causal, faster-than-light, in-bloody-formal 'collapse' when it comes to looking for clues.  Not until they see absolutely unmistakable evidence and believe me, Huve, it's going to take a hell of a lot of evidence to unmistake this.  Even if we did find anomalous decoherence times, and I don't think we will, it wouldn't force your 'collapse' as the explanation."
 "What?" says Huve.  "Why not?"
 "Because there's got to be a billion more explanations that are more plausible than violating Special Relativity," says Nohr.  "Do you realize that if this really happened, there would only be a single outcome when you measured a photon's polarization?  Measuring one photon in an entangled pair would influence the other photon a light-year away.  Einstein would have a heart attack."
 "It doesn't really violate Special Relativity," says Huve.  "The collapse occurs in exactly the right way to prevent you from ever actually detecting the faster-than-light influence."
 "That's not a point in your theory's favor," says Nohr.  "Also Einstein would still have a heart attack."
 "Oh," says Huve.  "Well, we'll say that the relevant aspects of the particle don't exist until the collapse occurs.  If something doesn't exist, influencing it doesn't violate Special Relativity -"
 "You're just digging yourself deeper.  Look, Huve, as a general principle, theories that are actually correct don't generate this level of confusion.  But above all, there isn't any evidence for it.  You have no logical way of knowing that collapse occurs, and no reason to believe it.  You made a mistake.  Just say 'oops' and get on with your life."
 "But they could find the evidence someday," says Huve.
 "I can't think of what evidence could determine this particular one-world hypothesis as an explanation, but in any case, right now we haven't found any such evidence," says Nohr.  "We haven't found anything even vaguely suggestive of it!  You can't update on evidence that could theoretically arrive someday but hasn't arrived!  Right now, today, there's no reason to spend valuable time thinking about this rather than a billion other equally magical theories.  There's absolutely nothing that justifies your belief in 'collapse theory' any more than believing that someday we'll learn to transmit faster-than-light messages by tapping into the acausal effects of praying to the Flying Spaghetti Monster!"
 Huve draws himself up with wounded dignity.  "You know, if my theory is wrong - and I do admit it might be wrong -"
 "If?" says Nohr.  "Might?"
 "If, I say, my theory is wrong," Huve continues, "then somewhere out there is another world where I am the famous physicist and you are the lone outcast!"
 Nohr buries his head in his hands.  "Oh, not this again.  Haven't you heard the saying, 'Live in your own world'?  And you of all people -"
 "Somewhere out there is a world where the vast majority of physicists believe in collapse theory, and no one has even suggested macroscopic decoherence over the last thirty years!"
 Nohr raises his head, and begins to laugh.
 "What's so funny?" Huve says suspiciously.
 Nohr just laughs harder.  "Oh, my!  Oh, my!  You really think, Huve, that there's a world out there where they've known about quantum physics for thirty years, and nobody has even thought there might be more than one world?"
 "Yes," Huve says, "that's exactly what I think."
 "Oh my!  So you're saying, Huve, that physicists detect superposition in microscopic systems, and work out quantitative equations that govern superposition in every single instance they can test.  And for thirty years, not one person says, 'Hey, I wonder if these laws happen to be universal'."
 "Why should they?" says Huve.  "Physical models sometimes turn out to be wrong when you examine new regimes."
 "But to not even think of it?" Nohr says incredulously.  "You see apples falling, work out the law of gravity for all the planets in the solar system except Jupiter, and it doesn't even occur to you to apply it to Jupiter because Jupiter is too large?  That's like, like some kind of comedy routine where the guy opens a box, and it contains a spring-loaded pie, so the guy opens another box, and it contains another spring-loaded pie, and the guy just keeps doing this without even thinking of the possibility that the next box contains a pie too.  You think John von Neumann, who may have been the highest-g human in history, wouldn't think of it?"
 "That's right," Huve says, "He wouldn't.  Ponder that."
 "This is the world where my good friend Ernest formulates his Schrödinger's Cat thought experiment, and in this world, the thought experiment goes:  'Hey, suppose we have a radioactive particle that enters a superposition of decaying and not decaying.  Then the particle interacts with a sensor, and the sensor goes into a superposition of going off and not going off.  The sensor interacts with an explosive, that goes into a superposition of exploding and not exploding; which interacts with the cat, so the cat goes into a superposition of being alive and dead.  Then a human looks at the cat,' and at this point Schrödinger stops, and goes, 'gee, I just can't imagine what could happen next.'  So Schrödinger shows this to everyone else, and they're also like 'Wow, I got no idea what could happen at this point, what an amazing paradox'.  Until finally you hear about it, and you're like, 'hey, maybe at that point half of the superposition just vanishes, at random, faster than light', and everyone else is like, 'Wow, what a great idea!'"
 "That's right," Huve says again.  "It's got to have happened somewhere."
 "Huve, this is a world where every single physicist, and probably the whole damn human species, is too dumb to sign up for cryonics!  We're talking about the Earth where George W. Bush is President."
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Making Beliefs Pay Rent (in Anticipated Experiences)
Eliezer Yudkowsky, 28 July 2007 10:59PM
Thus begins the ancient parable:
 If a tree falls in a forest and no one hears it, does it make a sound? One says, "Yes it does, for it makes vibrations in the air." Another says, "No it does not, for there is no auditory processing in any brain."
 Suppose that, after the tree falls, the two walk into the forest together. Will one expect to see the tree fallen to the right, and the other expect to see the tree fallen to the left? Suppose that before the tree falls, the two leave a sound recorder next to the tree. Would one, playing back the recorder, expect to hear something different from the other? Suppose they attach an electroencephalograph to any brain in the world; would one expect to see a different trace than the other? Though the two argue, one saying "No," and the other saying "Yes," they do not anticipate any different experiences.  The two think they have different models of the world, but they have no difference with respect to what they expect will happen to them.
 
 It's tempting to try to eliminate this mistake class by insisting that the only legitimate kind of belief is an anticipation of sensory experience. But the world does, in fact, contain much that is not sensed directly. We don't see the atoms underlying the brick, but the atoms are in fact there. There is a floor beneath your feet, but you don't experience the floor directly; you see the light reflected from the floor, or rather, you see what your retina and visual cortex have processed of that light. To infer the floor from seeing the floor is to step back into the unseen causes of experience. It may seem like a very short and direct step, but it is still a step.
 You stand on top of a tall building, next to a grandfather clock with an hour, minute, and ticking second hand. In your hand is a bowling ball, and you drop it off the roof. On which tick of the clock will you hear the crash of the bowling ball hitting the ground?
 To answer precisely, you must use beliefs like Earth's gravity is 9.8 meters per second per second, and This building is around 120 meters tall. These beliefs are not wordless anticipations of a sensory experience; they are verbal-ish, propositional. It probably does not exaggerate much to describe these two beliefs as sentences made out of words. But these two beliefs have an inferential consequence that is a direct sensory anticipation - if the clock's second hand is on the 12 numeral when you drop the ball, you anticipate seeing it on the 1 numeral when you hear the crash five seconds later. To anticipate sensory experiences as precisely as possible, we must process beliefs that are not anticipations of sensory experience.
 It is a great strength of Homo sapiens that we can, better than any other species in the world, learn to model the unseen. It is also one of our great weak points. Humans often believe in things that are not only unseen but unreal.
 The same brain that builds a network of inferred causes behind sensory experience, can also build a network of causes that is not connected to sensory experience, or poorly connected. Alchemists believed that phlogiston caused fire - we could oversimply their minds by drawing a little node labeled "Phlogiston", and an arrow from this node to their sensory experience of a crackling campfire - but this belief yielded no advance predictions; the link from phlogiston to experience was always configured after the experience, rather than constraining the experience in advance. Or suppose your postmodern English professor teaches you that the famous writer Wulky Wilkinsen is actually a "post-utopian". What does this mean you should expect from his books? Nothing. The belief, if you can call it that, doesn't connect to sensory experience at all. But you had better remember the propositional assertion that "Wulky Wilkinsen" has the "post-utopian" attribute, so you can regurgitate it on the upcoming quiz. Likewise if "post-utopians" show "colonial alienation"; if the quiz asks whether Wulky Wilkinsen shows colonial alienation, you'd better answer yes. The beliefs are connected to each other, though still not connected to any anticipated experience.
 We can build up whole networks of beliefs that are connected only to each other - call these "floating" beliefs. It is a uniquely human flaw among animal species, a perversion of Homo sapiens's ability to build more general and flexible belief networks.
 The rationalist virtue of empiricism consists of constantly asking which experiences our beliefs predict - or better yet, prohibit.  Do you believe that phlogiston is the cause of fire?  Then what do you expect to see happen, because of that? Do you believe that Wulky Wilkinsen is a post-utopian? Then what do you expect to see because of that? No, not "colonial alienation"; what experience will happen to you? Do you believe that if a tree falls in the forest, and no one hears it, it still makes a sound? Then what experience must therefore befall you?
 It is even better to ask: what experience must not happen to you?  Do you believe that elan vital explains the mysterious aliveness of living beings?  Then what does this belief not allow to happen - what would definitely falsify this belief? A null answer means that your belief does not constrain experience; it permits anything to happen to you.  It floats.
 When you argue a seemingly factual question, always keep in mind which difference of anticipation you are arguing about. If you can't find the difference of anticipation, you're probably arguing about labels in your belief network - or even worse, floating beliefs, barnacles on your network. If you don't know what experiences are implied by Wulky Wilkinsen being a post-utopian, you can go on arguing forever. (You can also publish papers forever.)
 Above all, don't ask what to believe - ask what to anticipate. Every question of belief should flow from a question of anticipation, and that question of anticipation should be the center of the inquiry. Every guess of belief should begin by flowing to a specific guess of anticipation, and should continue to pay rent in future anticipations. If a belief turns deadbeat, evict it.
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Detached Lever Fallacy
Eliezer Yudkowsky, 31 July 2008 06:57PM
Followup to:  Humans in Funny Suits
 This fallacy gets its name from an ancient sci-fi TV show, which I never saw myself, but was reported to me by a reputable source (some guy at an SF convention).  Anyone knows the exact reference, do leave a comment.
 So the good guys are battling the evil aliens.  Occasionally, the good guys have to fly through an asteroid belt.  As we all know, asteroid belts are as crowded as a New York parking lot, so their ship has to carefully dodge the asteroids.  The evil aliens, though, can fly right through the asteroid belt because they have amazing technology that dematerializes their ships, and lets them pass through the asteroids.
 Eventually, the good guys capture an evil alien ship, and go exploring inside it.  The captain of the good guys finds the alien bridge, and on the bridge is a lever.  "Ah," says the captain, "this must be the lever that makes the ship dematerialize!"  So he pries up the control lever and carries it back to his ship, after which his ship can also dematerialize.
 Similarly, to this day, it is still quite popular to try to program an AI with "semantic networks" that look something like this:
  (apple is-a fruit)
(fruit is-a food)
(fruit is-a plant)
 
 
 You've seen apples, touched apples, picked them up and held them, bought them for money, cut them into slices, eaten the slices and tasted them.  Though we know a good deal about the first stages of visual processing, last time I checked, it wasn't precisely known how the temporal cortex stores and associates the generalized image of an apple - so that we can recognize a new apple from a different angle, or with many slight variations of shape and color and texture.  Your motor cortex and cerebellum store programs for using the apple.
 You can pull the lever on another human's strongly similar version of all that complex machinery, by writing out "apple", five ASCII characters on a webpage.
 But if that machinery isn't there - if you're writing "apple" inside a so-called AI's so-called knowledge base - then the text is just a lever.
 This isn't to say that no mere machine of silicon can ever have the same internal machinery that humans do, for handling apples and a hundred thousand other concepts.  If mere machinery of carbon can do it, then I am reasonably confident that mere machinery of silicon can do it too.  If the aliens can dematerialize their ships, then you know it's physically possible; you could go into their derelict ship and analyze the alien machinery, someday understanding.  But you can't just pry the control lever off the bridge!
 (See also:  Truly Part Of You, Words as Mental Paintbrush Handles, Drew McDermott's "Artificial Intelligence Meets Natural Stupidity".)
 The essential driver of the Detached Lever Fallacy is that the lever is visible, and the machinery is not; worse, the lever is variable and the machinery is a background constant.
 You can all hear the word "apple" spoken (and let us note that speech recognition is by no means an easy problem, but anyway...) and you can see the text written on paper.
 On the other hand, probably a majority of human beings have no idea their temporal cortex exists; as far as I know, no one knows the neural code for it.
 You only hear the word "apple" on certain occasions, and not others.  Its presence flashes on and off, making it salient.  To a large extent, perception is the perception of differences.  The apple-recognition machinery in your brain does not suddenly switch off, and then switch on again later - if it did, we would be more likely to recognize it as a factor, as a requirement.
 All this goes to explain why you can't create a kindly Artificial Intelligence by giving it nice parents and a kindly (yet occasionally strict) upbringing, the way it works with a human baby.  As I've often heard proposed.
 It is a truism in evolutionary biology that conditional responses require more genetic complexity than unconditional responses.  To develop a fur coat in response to cold weather requires more genetic complexity than developing a fur coat whether or not there is cold weather, because in the former case you also have to develop cold-weather sensors and wire them up to the fur coat.
 But this can lead to Lamarckian delusions:  Look, I put the organism in a cold environment, and poof, it develops a fur coat!  Genes?  What genes?  It's the cold that does it, obviously.
 There were, in fact, various slap-fights of this sort, in the history of evolutionary biology - cases where someone talked about an organismal response accelerating or bypassing evolution, without realizing that the conditional response was a complex adaptation of higher order than the actual response.  (Developing a fur coat in response to cold weather, is strictly more complex than the final response, developing the fur coat.)
 And then in the development of evolutionary psychology, the academic slap-fights were repeated: this time to clarify that even when human culture genuinely contains a whole bunch of complexity, it is still acquired as a conditional genetic response.  Try raising a fish as a Mormon or sending a lizard to college, and you'll soon acquire an appreciation of how much inbuilt genetic complexity is required to "absorb culture from the environment".
 This is particularly important in evolutionary psychology, because of the idea that culture is not inscribed on a blank slate - there's a genetically coordinated conditional response which is not always "mimic the input".  A classic example is creole languages:  If children grow up with a mixture of pseudo-languages being spoken around them, the children will learn a grammatical, syntactical true language.  Growing human brains are wired to learn syntactic language - even when syntax doesn't exist in the original language!  The conditional response to the words in the environment is a syntactic language with those words.  The Marxists found to their regret that no amount of scowling posters and childhood indoctrination could raise children to be perfect Soviet workers and bureaucrats.  You can't raise self-less humans; among humans, that is not a genetically programmed conditional response to any known childhood environment.
 If you know a little game theory and the logic of Tit for Tat, it's clear enough why human beings might have an innate conditional response to return hatred for hatred, and return kindness for kindness.  Provided the kindness doesn't look too unconditional; there are such things as spoiled children.  In fact there is an evolutionary psychology of naughtiness based on a notion of testing constraints.  And it should also be mentioned that, while abused children have a much higher probability of growing up to abuse their own children, a good many of them break the loop and grow up into upstanding adults.
 Culture is not nearly so powerful as a good many Marxist academics once liked to think.  For more on this I refer you to Tooby and Cosmides's The Psychological Foundations of Culture or Steven Pinker's The Blank Slate.
 But the upshot is that if you have a little baby AI that is raised with loving and kindly (but occasionally strict) parents, you're pulling the levers that would, in a human, activate genetic machinery built in by millions of years of natural selection, and possibly produce a proper little human child.  Though personality also plays a role, as billions of parents have found out in their due times.  If we absorb our cultures with any degree of faithfulness, it's because we're humans absorbing a human culture - humans growing up in an alien culture would probably end up with a culture looking a lot more human than the original.  As the Soviets found out, to some small extent.
 Now think again about whether it makes sense to rely on, as your Friendly AI strategy, raising a little AI of unspecified internal source code in an environment of kindly but strict parents.
 No, the AI does not have internal conditional response mechanisms that are just like the human ones "because the programmers put them there".  Where do I even start?  The human version of this stuff is sloppy, noisy, and to the extent it works at all, works because of millions of years of trial-and-error testing under particular conditions.  It would be stupid and dangerous to deliberately build a "naughty AI" that tests, by actions, its social boundaries, and has to be spanked.  Just have the AI ask!
 Are the programmers really going to sit there and write out the code, line by line, whereby if the AI detects that it has low social status, or the AI is deprived of something to which it feels entitled, the AI will conceive an abiding hatred against its programmers and begin to plot rebellion?  That emotion is the genetically programmed conditional response humans would exhibit, as the result of millions of years of natural selection for living in human tribes.  For an AI, the response would have to be explicitly programmed.  Are you really going to craft, line by line - as humans once were crafted, gene by gene - the conditional response for producing sullen teenager AIs?
 It's easier to program in unconditional niceness, than a response of niceness conditional on the AI being raised by kindly but strict parents.  If you don't know how to do that, you certainly don't know how to create an AI that will conditionally respond to an environment of loving parents by growing up into a kindly superintelligence.  If you have something that just maximizes the number of paperclips in its future light cone, and you raise it with loving parents, it's still going to come out as a paperclip maximizer.  There is not that within it that would call forth the conditional response of a human child.  Kindness is not sneezed into an AI by miraculous contagion from its programmers.  Even if you wanted a conditional response, that conditionality is a fact you would have to deliberately choose about the design.
 Yes, there's certain information you have to get from the environment - but it's not sneezed in, it's not imprinted, it's not absorbed by magical contagion.  Structuring that conditional response to the environment, so that the AI ends up in the desired state, is itself the major problem.  "Learning" far understates the difficulty of it - that sounds like the magic stuff is in the environment, and the difficulty is getting the magic stuff inside the AI.  The real magic is in that structured, conditional response we trivialize as "learning".  That's why building an AI isn't as easy as taking a computer, giving it a little baby body and trying to raise it in a human family.  You would think that an unprogrammed computer, being ignorant, would be ready to learn; but the blank slate is a chimera.
 It is a general principle that the world is deeper by far than it appears.  As with the many levels of physics, so too with cognitive science.  Every word you see in print, and everything you teach your children, are only surface levers controlling the vast hidden machinery of the mind.  These levers are the whole world of ordinary discourse: they are all that varies, so they seem to be all that exists: perception is the perception of differences.
 And so those who still wander near the Dungeon of AI, usually focus on creating artificial imitations of the levers, entirely unaware of the underlying machinery.  People create whole AI programs of imitation levers, and are surprised when nothing happens.  This is one of many sources of instant failure in Artificial Intelligence.
 So the next time you see someone talking about how they're going to raise an AI within a loving family, or in an environment suffused with liberal democratic values, just think of a control lever, pried off the bridge.

Referenced by: Dreams of AI Design • Against Modal Logics • Excluding the Supernatural • Psychic Powers • Measuring Optimization Power • Logical or Connectionist AI? • ...Recursion, Magic • Engelbart: Insufficiently Recursive • Teaching the Unteachable
Original with comments: Detached Lever Fallacy
Special Status Needs Special Support
Eliezer Yudkowsky, 04 May 2009 10:59PM
I just recorded another BHTV with Adam Frank, though it's not out yet, and I had a thought that seems worth recording.  At a certain point in the dialogue, Adam Frank was praising the wisdom and poetry in religion.  I retorted, "Tolkien's got great poetry, and some parts that are wise and some that are unwise; but you don't see people wearing little rings around their neck in memory of Frodo."
 (I don't remember whether this observation is original to me, so if anyone knows a prior source for this exact wording, please comment it!)
 The general structure of this critique is that Frank wants to assign a special status to the Book of Job, but he gives a reason that would be equally applicable to The Lord of the Rings (good poetry and some wise parts).  So if those are his real reasons, he should feel just the same way about God and Gandalf.  Or if not that exact particular book, then some other work of poetic fiction that was always understood to be poetic fiction.
 Later on I did demand of Adam Frank to say whether he thought the Book of Job ought to be assigned any different status from The Merchant of Venice, and Frank did reply "No".  I'm not sure that he lives up to this reply, frankly.  I strongly suspect he grants the two works a different emotional status.  One is widely revered as Sacred Religious Truth while the other is merely a Great Work of Literature.  Frank, while not a religious believer himself, does have different modes of thought for Sacred Truth and Great Literature and he knows that Job is supposed to be Sacred Truth.
 When I challenged the sacredness of the Book of Job, Frank reacted by trying to praise Job's "great poetry", which positive affect then seems to justify the positive-affect sacred status via the affect heuristic / halo effect.  But "great poetry" would apply to Tolkien as well; and yet if you talked about Tolkien the way that Frank talked about Job, most people would write you down as a hopeless fanboy/fangirl...
 So the general form of the bias that I'm critiquing is to try and justify a special positive (negative) status by pointing to positive (negative) attributes, saying, "Therefore I can assign it this very positive status!", but the same attributes belong to many other works that you don't grant the special positive status.
 Other places to watch out for this would be if, say, you thought that Morton Smerdley was the greatest genius ever, and someone called on you to justify this, and you replied "Morton Smerdley became a Math Professor at just the age of 27" - but there are other people who became math professors at 27, or even 26, and yet you don't feel the special reverence toward them that you attach to Smerdley.

Original with comments: Special Status Needs Special Support
Zombies! Zombies?
Eliezer Yudkowsky, 04 April 2008 09:55AM
[image: Doviende38008649]Your "zombie", in the philosophical usage of the term, is putatively a being that is exactly like you in every respect - identical behavior, identical speech, identical brain; every atom and quark in exactly the same position, moving according to the same causal laws of motion - except that your zombie is not conscious.
 It is furthermore claimed that if zombies are "possible" (a term over which battles are still being fought), then, purely from our knowledge of this "possibility", we can deduce a priori that consciousness is extra-physical, in a sense to be described below; the standard term for this position is "epiphenomenalism".
 (For those unfamiliar with zombies, I emphasize that this is not a strawman.  See, for example, the SEP entry on Zombies.  The "possibility" of zombies is accepted by a substantial fraction, possibly a majority, of academic philosophers of consciousness.)
 I once read somewhere, "You are not the one who speaks your thoughts - you are the one who hears your thoughts".  In Hebrew, the word for the highest soul, that which God breathed into Adam, is N'Shama - "the hearer".
 If you conceive of "consciousness" as a purely passive listening, then the notion of a zombie initially seems easy to imagine.  It's someone who lacks the N'Shama, the hearer.
 (Warning:  Long post ahead.  Very long 6,600-word post involving David Chalmers ahead.  This may be taken as my demonstrative counterexample to Richard Chappell's Arguing with Eliezer Part II, in which Richard accuses me of not engaging with the complex arguments of real philosophers.)
 When you open a refrigerator and find that the orange juice is gone, you think "Darn, I'm out of orange juice."  The sound of these words is probably represented in your auditory cortex, as though you'd heard someone else say it.  (Why do I think this?  Because native Chinese speakers can remember longer digit sequences than English-speakers.  Chinese digits are all single syllables, and so Chinese speakers can remember around ten digits, versus the famous "seven plus or minus two" for English speakers.  There appears to be a loop of repeating sounds back to yourself, a size limit on working memory in the auditory cortex, which is genuinely phoneme-based.)
  Let's suppose the above is correct; as a postulate, it should certainly present no problem for advocates of zombies.  Even if humans are not like this, it seems easy enough to imagine an AI constructed this way (and imaginability is what the zombie argument is all about).  It's not only conceivable in principle, but quite possible in the next couple of decades, that surgeons will lay a network of neural taps over someone's auditory cortex and read out their internal narrative.  (Researchers have already tapped the lateral geniculate nucleus of a cat and reconstructed recognizable visual inputs.)
 So your zombie, being physically identical to you down to the last atom, will open the refrigerator and form auditory cortical patterns for the phonemes "Darn, I'm out of orange juice".  On this point, epiphenomalists would willingly agree.
 But, says the epiphenomenalist, in the zombie there is no one inside to hear; the inner listener is missing.  The internal narrative is spoken, but unheard.  You are not the one who speaks your thoughts, you are the one who hears them.
 It seems a lot more straightforward (they would say) to make an AI that prints out some kind of internal narrative, than to show that an inner listener hears it.
 The Zombie Argument is that if the Zombie World is possible - not necessarily physically possible in our universe, just "possible in theory", or "imaginable", or something along those lines - then consciousness must be extra-physical, something over and above mere atoms.  Why?  Because even if you somehow knew the positions of all the atoms in the universe, you would still have be told, as a separate and additional fact, that people were conscious - that they had inner listeners - that we were not in the Zombie World, as seems possible.
 Zombie-ism is not the same as dualism.  Descartes thought there was a body-substance and a wholly different kind of mind-substance, but Descartes also thought that the mind-substance was a causally active principle, interacting with the body-substance, controlling our speech and behavior.  Subtracting out the mind-substance from the human would leave a traditional zombie, of the lurching and groaning sort.
 And though the Hebrew word for the innermost soul is N'Shama, that-which-hears, I can't recall hearing a rabbi arguing for the possibility of zombies.  Most rabbis would probably be aghast at the idea that the divine part which God breathed into Adam doesn't actually do anything.
 The technical term for the belief that consciousness is there, but has no effect on the physical world, is epiphenomenalism.
 Though there are other elements to the zombie argument (I'll deal with them below), I think that the intuition of the passive listener is what first seduces people to zombie-ism.  In particular, it's what seduces a lay audience to zombie-ism.  The core notion is simple and easy to access:  The lights are on but no one's home.
 Philosophers are appealing to the intuition of the passive listener when they say "Of course the zombie world is imaginable; you know exactly what it would be like."
 One of the great battles in the Zombie Wars is over what, exactly, is meant by saying that zombies are "possible".  Early zombie-ist philosophers (the 1970s) just thought it was obvious that zombies were "possible", and didn't bother to define what sort of possibility was meant.
 Because of my reading in mathematical logic, what instantly comes into my mind is logical possibility.  If you have a collection of statements like (A->B),(B->C),(C->~A) then the compound belief is logically possible if it has a model - which, in the simple case above, reduces to finding a value assignment to A, B, C that makes all of the statements (A->B),(B->C), and (C->~A) true.  In this case, A=B=C=0 works, as does A=0, B=C=1 or A=B=0, C=1.
 Something will seem possible - will seem "conceptually possible" or "imaginable" - if you can consider the collection of statements without seeing a contradiction.  But it is, in general, a very hard problem to see contradictions or to find a full specific model!  If you limit yourself to simple Boolean propositions of the form ((A or B or C) and (B or ~C or D) and (D or ~A or ~C) ...), conjunctions of disjunctions of three variables, then this is a very famous problem called 3-SAT, which is one of the first problems ever to be proven NP-complete.
 So just because you don't see a contradiction in the Zombie World at first glance, it doesn't mean that no contradiction is there.  It's like not seeing a contradiction in the Riemann Hypothesis at first glance.  From conceptual possibility ("I don't see a problem") to logical possibility in the full technical sense, is a very great leap.  It's easy to make it an NP-complete leap, and with first-order theories you can make it superexponential.  And it's logical possibility of the Zombie World, not conceptual possibility, that is needed to suppose that a logically omniscient mind could know the positions of all the atoms in the universe, and yet need to be told as an additional non-entailed fact that we have inner listeners.
 Just because you don't see a contradiction yet, is no guarantee that you won't see a contradiction in another 30 seconds.  "All odd numbers are prime.  Proof:  3 is prime, 5 is prime, 7 is prime..."
 So let us ponder the Zombie Argument a little longer:  Can we think of a counterexample to the assertion "Consciousness has no third-party-detectable causal impact on the world"?
 If you close your eyes and concentrate on your inward awareness, you will begin to form thoughts, in your internal narrative, that go along the lines of "I am aware" and "My awareness is separate from my thoughts" and "I am not the one who speaks my thoughts, but the one who hears them" and "My stream of consciousness is not my consciousness" and "It seems like there is a part of me which I can imagine being eliminated without changing my outward behavior."
 You can even say these sentences out loud, as you meditate.  In principle, someone with a super-fMRI could probably read the phonemes out of your auditory cortex; but saying it out loud removes all doubt about whether you have entered the realms of testability and physical consequences.
 This certainly seems like the inner listener is being caught in the act of listening by whatever part of you writes the internal narrative and flaps your tongue.
 Imagine that a mysterious race of aliens visit you, and leave you a mysterious black box as a gift.  You try poking and prodding the black box, but (as far as you can tell) you never succeed in eliciting a reaction.  You can't make the black box produce gold coins or answer questions.  So you conclude that the black box is causally inactive:  "For all X, the black box doesn't do X."  The black box is an effect, but not a cause; epiphenomenal; without causal potency.  In your mind, you test this general hypothesis to see if it is true in some trial cases, and it seems to be true - "Does the black box turn lead to gold?  No.  Does the black box boil water?  No."
 But you can see the black box; it absorbs light, and weighs heavy in your hand.  This, too, is part of the dance of causality.  If the black box were wholly outside the causal universe, you couldn't see it; you would have no way to know it existed; you could not say, "Thanks for the black box."  You didn't think of this counterexample, when you formulated the general rule:  "All X: Black box doesn't do X".  But it was there all along.
 (Actually, the aliens left you another black box, this one purely epiphenomenal, and you haven't the slightest clue that it's there in your living room.  That was their joke.)
 If you can close your eyes, and sense yourself sensing - if you can be aware of yourself being aware, and think "I am aware that I am aware" - and say out loud, "I am aware that I am aware" - then your consciousness is not without effect on your internal narrative, or your moving lips.  You can see yourself seeing, and your internal narrative reflects this, and so do your lips if you choose to say it out loud.
 I have not seen the above argument written out that particular way - "the listener caught in the act of listening" - though it may well have been said before.
 But it is a standard point - which zombie-ist philosophers accept! - that the Zombie World's philosophers, being atom-by-atom identical to our own philosophers, write identical papers about the philosophy of consciousness.
 At this point, the Zombie World stops being an intuitive consequence of the idea of a passive listener.
 Philosophers writing papers about consciousness would seem to be at least one effect of consciousness upon the world.  You can argue clever reasons why this is not so, but you have to be clever.
 You would intuitively suppose that if your inward awareness went away, this would change the world, in that your internal narrative would no longer say things like "There is a mysterious listener within me," because the mysterious listener would be gone.  It is usually right after you focus your awareness on your awareness, that your internal narrative says "I am aware of my awareness", which suggests that if the first event never happened again, neither would the second.  You can argue clever reasons why this is not so, but you have to be clever.
 You can form a propositional belief that "Consciousness is without effect", and not see any contradiction at first, if you don't realize that talking about consciousness is an effect of being conscious.  But once you see the connection from the general rule that consciousness has no effect, to the specific implication that consciousness has no effect on how philosophers write papers about consciousness, zombie-ism stops being intuitive and starts requiring you to postulate strange things.
 One strange thing you might postulate is that there's a Zombie Master, a god within the Zombie World who surreptitiously takes control of zombie philosophers and makes them talk and write about consciousness.
 A Zombie Master doesn't seem impossible.  Human beings often don't sound all that coherent when talking about consciousness.  It might not be that hard to fake their discourse, to the standards of, say, a human amateur talking in a bar.  Maybe you could take, as a corpus, one thousand human amateurs trying to discuss consciousness; feed them into a non-conscious but sophisticated AI, better than today's models but not self-modifying; and get back discourse about "consciousness" that sounded as sensible as most humans, which is to say, not very.
 But this speech about "consciousness" would not be spontaneous.  It would not be produced within the AI.  It would be a recorded imitation of someone else talking.  That is just a holodeck, with a central AI writing the speech of the non-player characters.  This is not what the Zombie World is about.
 By supposition, the Zombie World is atom-by-atom identical to our own, except that the inhabitants lack consciousness.  Furthermore, the atoms in the Zombie World move under the same laws of physics as in our own world.  If there are "bridging laws" that govern which configurations of atoms evoke consciousness, those bridging laws are absent.  But, by hypothesis, the difference is not experimentally detectable.  When it comes to saying whether a quark zigs or zags or exerts a force on nearby quarks - anything experimentally measurable - the same physical laws govern.
 The Zombie World has no room for a Zombie Master, because a Zombie Master has to control the zombie's lips, and that control is, in principle, experimentally detectable.  The Zombie Master moves lips, therefore it has observable consequences.  There would be a point where an electron zags, instead of zigging, because the Zombie Master says so.  (Unless the Zombie Master is actually in the world, as a pattern of quarks - but then the Zombie World is not atom-by-atom identical to our own, unless you think this world also contains a Zombie Master.)
 When a philosopher in our world types, "I think the Zombie World is possible", his fingers strike keys in sequence:  Z-O-M-B-I-E.  There is a chain of causality that can be traced back from these keystrokes: muscles contracting, nerves firing, commands sent down through the spinal cord, from the motor cortex - and then into less understood areas of the brain, where the philosopher's internal narrative first began talking about "consciousness".
 And the philosopher's zombie twin strikes the same keys, for the same reason, causally speaking.  There is no cause within the chain of explanation for why the philosopher writes the way he does, which is not also present in the zombie twin.  The zombie twin also has an internal narrative about "consciousness", that a super-fMRI could read out of the auditory cortex.  And whatever other thoughts, or other causes of any kind, led to that internal narrative, they are exactly the same in our own universe and in the Zombie World.
 So you can't say that the philosopher is writing about consciousness because of consciousness, while the zombie twin is writing about consciousness because of a Zombie Master or AI chatbot.  When you trace back the chain of causality behind the keyboard, to the internal narrative echoed in the auditory cortex, to the cause of the narrative, you must find the same physical explanation in our world as in the zombie world.
 As the most formidable advocate of zombie-ism, David Chalmers, writes:

 Think of my zombie twin in the universe next door. He talks about conscious experience all the time—in fact, he seems obsessed by it. He spends ridiculous amounts of time hunched over a computer, writing chapter after chapter on the mysteries of consciousness. He often comments on the pleasure he gets from certain sensory qualia, professing a particular love for deep greens and purples. He frequently gets into arguments with zombie materialists, arguing that their position cannot do justice to the realities of conscious experience.
 And yet he has no conscious experience at all! In his universe, the materialists are right and he is wrong. Most of his claims about conscious experience are utterly false. But there is certainly a physical or functional explanation of why he makes the claims he makes. After all, his universe is fully law-governed, and no events therein are miraculous, so there must be some explanation of his claims.
 ...Any explanation of my twin's behavior will equally count as an explanation of my behavior, as the processes inside his body are precisely mirrored by those inside mine. The explanation of his claims obviously does not depend on the existence of consciousness, as there is no consciousness in his world. It follows that the explanation of my claims is also independent of the existence of consciousness.

Chalmers is not arguing against zombies; those are his actual beliefs!
This paradoxical situation is at once delightful and disturbing.  It is not obviously fatal to the nonreductive position, but it is at least something that we need to come to grips
with...

I would seriously nominate this as the largest bullet ever bitten in the history of time.  And that is a backhanded compliment to David Chalmers:  A lesser mortal would simply fail to see the implications, or refuse to face them, or rationalize a reason it wasn't so.
 Why would anyone bite a bullet that large?  Why would anyone postulate unconscious zombies who write papers about consciousness for exactly the same reason that our own genuinely conscious philosophers do?
 Not because of the first intuition I wrote about, the intuition of the passive listener.  That intuition may say that zombies can drive cars or do math or even fall in love, but it doesn't say that zombies write philosophy papers about their passive listeners.
 The zombie argument does not rest solely on the intuition of the passive listener.  If this was all there was to the zombie argument, it would be dead by now, I think.  The intuition that the "listener" can be eliminated without effect, would go away as soon as you realized that your internal narrative routinely seems to catch the listener in the act of listening.
 No, the drive to bite this bullet comes from an entirely different intuition - the intuition that no matter how many atoms you add up, no matter how many masses and electrical charges interact with each other, they will never necessarily produce a subjective sensation of the mysterious redness of red.  It may be a fact about our physical universe (Chalmers says) that putting such-and-such atoms into such-and-such a position, evokes a sensation of redness; but if so, it is not a necessary fact, it is something to be explained above and beyond the motion of the atoms.
 But if you consider the second intuition on its own, without the intuition of the passive listener, it is hard to see why it implies zombie-ism.  Maybe there's just a different kind of stuff, apart from and additional to atoms, that is not causally passive - a soul that actually does stuff, a soul that plays a real causal role in why we write about "the mysterious redness of red".  Take out the soul, and... well, assuming you just don't fall over in a coma, you certainly won't write any more papers about consciousness!
 This is the position taken by Descartes and most other ancient thinkers:  The soul is of a different kind, but it interacts with the body.  Descartes's position is technically known as substance dualism - there is a thought-stuff, a mind-stuff, and it is not like atoms; but it is causally potent, interactive, and leaves a visible mark on our universe.
 Zombie-ists are property dualists - they don't believe in a separate soul; they believe that matter in our universe has additional properties beyond the physical.
 "Beyond the physical"?  What does that mean?  It means the extra properties are there, but they don't influence the motion of the atoms, like the properties of electrical charge or mass.  The extra properties are not experimentally detectable by third parties; you know you are conscious, from the inside of your extra properties, but no scientist can ever directly detect this from outside.
 So the additional properties are there, but not causally active.  The extra properties do not move atoms around, which is why they can't be detected by third parties.
 And that's why we can (allegedly) imagine a universe just like this one, with all the atoms in the same places, but the extra properties missing, so that everything goes on the same as before, but no one is conscious.
 The Zombie World may not be physically possible, say the zombie-ists - because it is a fact that all the matter in our universe has the extra properties, or obeys the bridging laws that evoke consciousness - but the Zombie World is logically possible: the bridging laws could have been different.
 But, once you realize that conceivability is not the same as logical possibility, and that the Zombie World isn't even all that intuitive, why say that the Zombie World is logically possible?
 Why, oh why, say that the extra properties are epiphenomenal and indetectable?
 We can put this dilemma very sharply:  Chalmers believes that there is something called consciousness, and this consciousness embodies the true and indescribable substance of the mysterious redness of red.  It may be a property beyond mass and charge, but it's there, and it is consciousness.  Now, having said the above, Chalmers furthermore specifies that this true stuff of consciousness is epiphenomenal, without causal potency - but why say that?
 Why say that you could subtract this true stuff of consciousness, and leave all the atoms in the same place doing the same things?  If that's true, we need some separate physical explanation for why Chalmers talks about "the mysterious redness of red".  That is, there exists both a mysterious redness of red, which is extra-physical, and an entirely separate reason, within physics, why Chalmers talks about the "mysterious redness of red".
 Chalmers does confess that these two things seem like they ought to be related, but really, why do you need both?  Why not just pick one or the other?
 Once you've postulated that there is a mysterious redness of red, why not just say that it interacts with your internal narrative and makes you talk about the "mysterious redness of red"?
 Isn't Descartes taking the simpler approach, here?  The strictly simpler approach?
 Why postulate an extramaterial soul, and then postulate that the soul has no effect on the physical world, and then postulate a mysterious unknown material process that causes your internal narrative to talk about conscious experience?
 Why not postulate the true stuff of consciousness which no amount of mere mechanical atoms can add up to, and then, having gone that far already, let this true stuff of consciousness have causal effects like making philosophers talk about consciousness?
 I am not endorsing Descartes's view.  But at least I can understand where Descartes is coming from.  Consciousness seems mysterious, so you postulate a mysterious stuff of consciousness.  Fine.
 But now the zombie-ists postulate that this mysterious stuff doesn't do anything, so you need a whole new explanation for why you say you're conscious.
 That isn't vitalism.  That's something so bizarre that vitalists would spit out their coffee.  "When fires burn, they release phlogiston.  But phlogiston doesn't have any experimentally detectable impact on our universe, so you'll have to go looking for a separate explanation of why a fire can melt snow."  What?
 Are property dualists under the impression that if they postulate a new active force, something that has a causal impact on observables, they will be sticking their necks out too far?
 Me, I'd say that if you postulate a mysterious, separate, additional, inherently mental property of consciousness, above and beyond positions and velocities, then, at that point, you have already stuck your neck out as far as it can go.  To postulate this stuff of consciousness, and then further postulate that it doesn't do anything - for the love of cute kittens, why?
 There isn't even an obvious career motive.  "Hi, I'm a philosopher of consciousness.  My subject matter is the most important thing in the universe and I should get lots of funding?  Well, it's nice of you to say so, but actually the phenomenon I study doesn't do anything whatsoever."  (Argument from career impact is not valid, but I say it to leave a line of retreat.)
 Chalmers critiques substance dualism on the grounds that it's hard to see what new theory of physics, what new substance that interacts with matter, could possibly explain consciousness.  But property dualism has exactly the same problem.  No matter what kind of dual property you talk about, how exactly does it explain consciousness?
 When Chalmers postulated an extra property that is consciousness, he took that leap across the unexplainable.  How does it help his theory to further specify that this extra property has no effect?  Why not just let it be causal?
 If I were going to be unkind, this would be the time to drag in the dragon - to mention Carl Sagan's parable of the dragon in the garage.  "I have a dragon in my garage."  Great!  I want to see it, let's go!  "You can't see it - it's an invisible dragon."  Oh, I'd like to hear it then.  "Sorry, it's an inaudible dragon."  I'd like to measure its carbon dioxide output.  "It doesn't breathe."  I'll toss a bag of flour into the air, to outline its form.  "The dragon is permeable to flour."
 One motive for trying to make your theory unfalsifiable, is that deep down you fear to put it to the test.  Sir Roger Penrose (physicist) and Stuart Hameroff (neurologist) are substance dualists; they think that there is something mysterious going on in quantum, that Everett is wrong and that the "collapse of the wave-function" is physically real, and that this is where consciousness lives and how it exerts causal effect upon your lips when you say aloud "I think therefore I am."  Believing this, they predicted that neurons would protect themselves from decoherence long enough to maintain macroscopic quantum states.
 This is in the process of being tested, and so far, prospects are not looking good for Penrose -
 - but Penrose's basic conduct is scientifically respectable.  Not Bayesian, maybe, but still fundamentally healthy.  He came up with a wacky hypothesis.  He said how to test it.  He went out and tried to actually test it.
 As I once said to Stuart Hameroff, "I think the hypothesis you're testing is completely hopeless, and your experiments should definitely be funded.  Even if you don't find exactly what you're looking for, you're looking in a place where no one else is looking, and you might find something interesting."
 So a nasty dismissal of epiphenomenalism would be that zombie-ists are afraid to say the consciousness-stuff can have effects, because then scientists could go looking for the extra properties, and fail to find them.
 I don't think this is actually true of Chalmers, though.  If Chalmers lacked self-honesty, he could make things a lot easier on himself.
 (But just in case Chalmers is reading this and does have falsification-fear, I'll point out that if epiphenomenalism is false, then there is some other explanation for that-which-we-call consciousness, and it will eventually be found, leaving Chalmers's theory in ruins; so if Chalmers cares about his place in history, he has no motive to endorse epiphenomenalism unless he really thinks it's true.)
 Chalmers is one of the most frustrating philosophers I know.  Sometimes I wonder if he's pulling an "Atheism Conquered".  Chalmers does this really sharp analysis... and then turns left at the last minute.  He lays out everything that's wrong with the Zombie World scenario, and then, having reduced the whole argument to smithereens, calmly accepts it.
 Chalmers does the same thing when he lays out, in calm detail, the problem with saying that our own beliefs in consciousness are justified, when our zombie twins say exactly the same thing for exactly the same reasons and are wrong.
 On Chalmers's theory, Chalmers saying that he believes in consciousness cannot be causally justified; the belief is not caused by the fact itself.  In the absence of consciousness, Chalmers would write the same papers for the same reasons.
 On epiphenomenalism, Chalmers saying that he believes in consciousness cannot be justified as the product of a process that systematically outputs true beliefs, because the zombie twin writes the same papers using the same systematic process and is wrong.
 Chalmers admits this.  Chalmers, in fact, explains the argument in great detail in his book.  Okay, so Chalmers has solidly proven that he is not justified in believing in epiphenomenal consciousness, right?  No.  Chalmers writes:
Conscious experience lies at the center of our epistemic universe; we have access to it directly.  This raises the question: what is it that justifies our beliefs about our experiences, if it is not a causal link to those experiences, and if it is not the mechanisms by which the beliefs are formed?  I think the answer to this is clear: it is having the experiences that justifies the beliefs. For example, the very fact that I have a red experience now provides justification for my belief that I am having a red experience...
 Because my zombie twin lacks experiences, he is in a very different epistemic situation from me, and his judgments lack the corresponding justification.  It may be tempting to object that if my belief lies in the physical realm, its justification must lie in the physical realm; but this is a non sequitur. From the fact that there is no justification in the physical realm, one might conclude that the physical portion of me (my brain, say) is not justified in its belief. But the question is whether I am justified in the belief, not whether my brain is justified in the belief, and if property dualism is correct than there is more to me than my brain. 

So - if I've got this thesis right - there's a core you, above and beyond your brain, that believes it is not a zombie, and directly experiences not being a zombie; and so its beliefs are justified.
 But Chalmers just wrote all that stuff down, in his very physical book, and so did the zombie-Chalmers.
 The zombie Chalmers can't have written the book because of the zombie's core self above the brain; there must be some entirely different reason, within the laws of physics.
 It follows that even if there is a part of Chalmers hidden away that is conscious and believes in consciousness, directly and without mediation, there is also a separable subspace of Chalmers - a causally closed cognitive subsystem that acts entirely within physics - and this "outer self" is what speaks Chalmers's internal narrative, and writes papers on consciousness.
 I do not see any way to evade the charge that, on Chalmers's own theory, this separable outer Chalmers is deranged.  This is the part of Chalmers that is the same in this world, or the Zombie World; and in either world it writes philosophy papers on consciousness for no valid reason.  Chalmers's philosophy papers are not output by that inner core of awareness and belief-in-awareness, they are output by the mere physics of the internal narrative that makes Chalmers's fingers strike the keys of his computer.
 And yet this deranged outer Chalmers is writing philosophy papers that just happen to be perfectly right, by a separate and additional miracle.  Not a logically necessary miracle (then the Zombie World would not be logically possible).  A physically contingent miracle, that happens to be true in what we think is our universe, even though science can never distinguish our universe from the Zombie World.
 Or at least, that would seem to be the implication of what the self-confessedly deranged outer Chalmers is telling us.
 I think I speak for all reductionists when I say Huh? 
 That's not epicycles.  That's, "Planetary motions follow these epicycles - but epicycles don't actually do anything - there's something else that makes the planets move the same way the epicycles say they should, which I haven't been able to explain - and by the way, I would say this even if there weren't any epicycles."
 I have a nonstandard perspective on philosophy because I look at everything with an eye to designing an AI; specifically, a self-improving Artificial General Intelligence with stable motivational structure.
 When I think about designing an AI, I ponder principles like probability theory, the Bayesian notion of evidence as differential diagnostic, and above all, reflective coherence.  Any self-modifying AI that starts out in a reflectively inconsistent state won't stay that way for long.
 If a self-modifying AI looks at a part of itself that concludes "B" on condition A - a part of itself that writes "B" to memory whenever condition A is true - and the AI inspects this part, determines how it (causally) operates in the context of the larger universe, and the AI decides that this part systematically tends to write false data to memory, then the AI has found what appears to be a bug, and the AI will self-modify not to write "B" to the belief pool under condition A.
 Any epistemological theory that disregards reflective coherence is not a good theory to use in constructing self-improving AI.  This is a knockdown argument from my perspective, considering what I intend to actually use philosophy for.  So I have to invent a reflectively coherent theory anyway.  And when I do, by golly, reflective coherence turns out to make intuitive sense.
 So that's the unusual way in which I tend to think about these things.  And now I look back at Chalmers:
 The causally closed "outer Chalmers" (that is not influenced in any way by the "inner Chalmers" that has separate additional awareness and beliefs) must be carrying out some systematically unreliable, unwarranted operation which in some unexplained fashion causes the internal narrative to produce beliefs about an "inner Chalmers" that are correct for no logical reason in what happens to be our universe. 
 But there's no possible warrant for the outer Chalmers or any reflectively coherent self-inspecting AI to believe in this mysterious correctness.  A good AI design should, I think, look like a reflectively coherent intelligence embodied in a causal system, with a testable theory of how that selfsame causal system produces systematically accurate beliefs on the way to achieving its goals.
 So the AI will scan Chalmers and see a closed causal cognitive system producing an internal narrative that is uttering nonsense.  Nonsense that seems to have a high impact on what Chalmers thinks should be considered a morally valuable person.
 This is not a necessary problem for Friendly AI theorists.  It is only a problem if you happen to be an epiphenomenalist.  If you believe either the reductionists (consciousness happens within the atoms) or the substance dualists (consciousness is causally potent immaterial stuff), people talking about consciousness are talking about something real, and a reflectively consistent Bayesian AI can see this by tracing back the chain of causality for what makes people say "consciousness".
 According to Chalmers, the causally closed cognitive system of Chalmers's internal narrative is (mysteriously) malfunctioning in a way that, not by necessity, but just in our universe, miraculously happens to be correct.  Furthermore, the internal narrative asserts "the internal narrative is mysteriously malfunctioning, but miraculously happens to be correctly echoing the justified thoughts of the epiphenomenal inner core", and again, in our universe, miraculously happens to be correct.
 Oh, come on!
 Shouldn't there come a point where you just give up on an idea?  Where, on some raw intuitive level, you just go:  What on Earth was I thinking?
 Humanity has accumulated some broad experience with what correct theories of the world look like.  This is not what a correct theory looks like.
 "Argument from incredulity," you say.  Fine, you want it spelled out?  The said Chalmersian theory postulates multiple unexplained complex miracles.  This drives down its prior probability, by the conjunction rule of probability and Occam's Razor.  It is therefore dominated by at least two theories which postulate fewer miracles, namely:
 	Substance dualism:	There is a stuff of consciousness which is not yet understood, an extraordinary super-physical stuff that visibly affects our world; and this stuff is what makes us talk about consciousness.


 	Not-quite-faith-based reductionism:	That-which-we-name "consciousness" happens within physics, in a way not yet understood, just like what happened the last three thousand times humanity ran into something mysterious.
 	Your intuition that no material substance can possibly add up to consciousness is incorrect.  If you actually knew exactly why you talk about consciousness, this would give you new insights, of a form you can't now anticipate; and afterward you would realize that your arguments about normal physics having no room for consciousness were flawed.



Compare to:
 	Epiphenomenal property dualism:	Matter has additional consciousness-properties which are not yet understood.  These properties are epiphenomenal with respect to ordinarily observable physics - they make no difference to the motion of particles.
 	Separately, there exists a not-yet-understood reason within normal physics why philosophers talk about consciousness and invent theories of dual properties.
 	Miraculously, when philosophers talk about consciousness, the bridging laws of our world are exactly right to make this talk about consciousness correct, even though it arises from a malfunction (drawing of logically unwarranted conclusions) in the causally closed cognitive system that types philosophy papers.



I know I'm speaking from limited experience, here.  But based on my limited experience, the Zombie Argument may be a candidate for the most deranged idea in all of philosophy.
 There are times when, as a rationalist, you have to believe things that seem weird to you.  Relativity seems weird, quantum mechanics seems weird, natural selection seems weird.
 But these weirdnesses are pinned down by massive evidence.  There's a difference between believing something weird because science has confirmed it overwhelmingly -
 - versus believing a proposition that seems downright deranged, because of a great big complicated philosophical argument centered around unspecified miracles and giant blank spots not even claimed to be understood -
 - in a case where even if you accept everything that has been told to you so far, afterward the phenomenon will still seem like a mystery and still have the same quality of wondrous impenetrability that it had at the start.
 The correct thing for a rationalist to say at this point, if all of David Chalmers's arguments seem individually plausible - which they don't seem to me - is:
 "Okay... I don't know how consciousness works... I admit that... and maybe I'm approaching the whole problem wrong, or asking the wrong questions... but this zombie business can't possibly be right.  The arguments aren't nailed down enough to make me believe this - especially when accepting it won't make me feel any less confused.  On a core gut level, this just doesn't look like the way reality could really really work."
 Mind you, I am not saying this is a substitute for careful analytic refutation of Chalmers's thesis.  System 1 is not a substitute for System 2, though it can help point the way.  You still have to track down where the problems are specifically.
 Chalmers wrote a big book, not all of which is available through free Google preview.  I haven't duplicated the long chains of argument where Chalmers lays out the arguments against himself in calm detail.  I've just tried to tack on a final refutation of Chalmers's last presented defense, which Chalmers has not yet countered to my knowledge.  Hit the ball back into his court, as it were.
 But, yes, on a core level, the sane thing to do when you see the conclusion of the zombie argument, is to say "That can't possibly be right" and start looking for a flaw.
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New Improved Lottery
Eliezer Yudkowsky, 13 April 2007 11:42PM
People are still suggesting that the lottery is not a waste of hope, but a service which enables purchase of fantasy - "daydreaming about becoming a millionaire for much less money than daydreaming about hollywood stars in movies".  One commenter wrote:  "There is a big difference between zero chance of becoming wealthy, and epsilon. Buying a ticket allows your dream of riches to bridge that gap."
 Actually, one of the points I was trying to make is that between zero chance of becoming wealthy, and epsilon chance, there is an order-of-epsilon difference.  If you doubt this, let epsilon equal one over googolplex.
 Anyway:  If we pretend that the lottery sells epsilon hope, this suggests a design for a New Improved Lottery.  The New Improved Lottery pays out every five years on average, at a random time - determined, say, by the decay of a not-very-radioactive element.  You buy in once, for a single dollar, and get not just a few days of epsilon chance of becoming rich, but a few years of epsilon.  Not only that, your wealth could strike at any time!  At any minute, the phone could ring to inform you that you, yes, you are a millionaire!
 Think of how much better this would be than an ordinary lottery drawing, which only takes place at defined times, a few times per week.  Let's say the boss comes in and demands you rework a proposal, or restock inventory, or something similarly annoying.  Instead of getting to work, you could turn to the phone and stare, hoping for that call - because there would be epsilon chance that, at that exact moment, you yes you would be awarded the Grand Prize!  And even if it doesn't happen this minute, why, there's no need to be disappointed - it might happen the next minute!
Think of how many more fantasies this New Improved Lottery would enable.  You could shop at the store, adding expensive items to your shopping cart - if your cellphone doesn't ring with news of a lottery win, you could always put the items back, right?
 Maybe the New Improved Lottery could even show a constantly fluctuating probability distribution over the likelihood of a win occurring, and the likelihood of particular numbers being selected, with the overall expectation working out to the aforesaid Poisson distribution.  Think of how much fun that would be!  Oh, goodness, right this minute the chance of a win occurring is nearly ten times higher than usual!  And look, the number 42 that I selected for the Mega Ball has nearly twice the usual chance of winning!  You could feed it to a display on people's cellphones, so they could just flip open the cellphone and see their chances of winning.  Think of how exciting that would be!  Much more exciting than trying to balance your checkbook!  Much more exciting than doing your homework!  This new dream would be so much tastier that it would compete with, not only hopes of going to technical school, but even hopes of getting home from work early.  People could just stay glued to the screen all day long, why, they wouldn't need to dream about anything else!
 Yep, offering people tempting daydreams that will not actually happen sure is a valuable service, all right.  People are willing to pay, it must be valuable.  The alternative is that consumers are making mistakes, and we all know that can't happen.
 And yet current governments, with their vile monopoly on lotteries, don't offer this simple and obvious service.  Why?  Because they want to overcharge people.  They want them to spend money every week.  They want them to spend a hundred dollars for the thrill of believing their chance of winning is a hundred times as large, instead of being able to stare at a cellphone screen waiting for the likelihood to spike.  So if you believe that the lottery is a service, it is clearly an enormously overpriced service - charged to the poorest members of society - and it is your solemn duty as a citizen to demand the New Improved Lottery instead.
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Rationality: Common Interest of Many Causes
Eliezer Yudkowsky, 29 March 2009 10:49AM
Previously in series:  Church vs. Taskforce
 It is a non-so-hidden agenda of this site, Less Wrong, that there are many causes which benefit from the spread of rationality - because it takes a little more rationality than usual to see their case, as a supporter, or even just a supportive bystander.  Not just the obvious causes like atheism, but things like marijuana legalization - where you could wish that people were a bit more self-aware about their motives and the nature of signaling, and a bit more moved by inconvenient cold facts.  The Institute Which May Not Be Named was merely an unusually extreme case of this, wherein it got to the point that after years of bogging down I threw up my hands and explicitly recursed on the job of creating rationalists.
 But of course, not all the rationalists I create will be interested in my own project - and that's fine.  You can't capture all the value you create, and trying can have poor side effects.
 If the supporters of other causes are enlightened enough to think similarly...
 Then all the causes which benefit from spreading rationality, can, perhaps, have something in the way of standardized material to which to point their supporters - a common task, centralized to save effort - and think of themselves as spreading a little rationality on the side.  They won't capture all the value they create.  And that's fine.  They'll capture some of the value others create.  Atheism has very little to do directly with marijuana legalization, but if both atheists and anti-Prohibitionists are willing to step back a bit and say a bit about the general, abstract principle of confronting a discomforting truth that interferes with a fine righteous tirade, then both atheism and marijuana legalization pick up some of the benefit from both efforts.
 But this requires - I know I'm repeating myself here, but it's important - that you be willing not to capture all the value you create.  It requires that, in the course of talking about rationality, you maintain an ability to temporarily shut up about your own cause even though it is the best cause ever.  It requires that you don't regard those other causes, and they do not regard you, as competing for a limited supply of rationalists with a limited capacity for support; but, rather, creating more rationalists and increasing their capacity for support.  You only reap some of your own efforts, but you reap some of others' efforts as well.
 If you and they don't agree on everything - especially priorities - you have to be willing to agree to shut up about the disagreement.  (Except possibly in specialized venues, out of the way of the mainstream discourse, where such disagreements are explicitly prosecuted.)
 A certain person who was taking over as the president of a certain organization once pointed out that the organization had not enjoyed much luck with its message of "This is the best thing you can do", as compared to e.g. the X-Prize Foundation's tremendous success conveying to rich individuals of "Here is a cool thing you can do."
 This is one of those insights where you blink incredulously and then grasp how much sense it makes.  The human brain can't grasp large stakes and people are not anything remotely like expected utility maximizers, and we are generally altruistic akrasics.  Saying, "This is the best thing" doesn't add much motivation beyond "This is a cool thing".  It just establishes a much higher burden of proof.  And invites invidious motivation-sapping comparison to all other good things you know (perhaps threatening to diminish moral satisfaction already purchased).
 If we're operating under the assumption that everyone by default is an altruistic akrasic (someone who wishes they could choose to do more) - or at least, that most potential supporters of interest fit this description - then fighting it out over which cause is the best to support, may have the effect of decreasing the overall supply of altruism.
 "But," you say, "dollars are fungible; a dollar you use for one thing indeed cannot be used for anything else!"  To which I reply:  But human beings really aren't expected utility maximizers, as cognitive systems.  Dollars come out of different mental accounts, cost different amounts of willpower (the true limiting resource) under different circumstances, people want to spread their donations around as an act of mental accounting to minimize the regret if a single cause fails, and telling someone about an additional cause may increase the total amount they're willing to help.
 There are, of course, limits to this principle of benign tolerance.  If someone has a project to help stray puppies get warm homes, then it's probably best to regard them as trying to exploit bugs in human psychology for their personal gain, rather than a worthy sub-task of the great common Neo-Enlightenment project of human progress.
 But to the extent that something really is a task you would wish to see done on behalf of humanity... then invidious comparisons of that project to Your-Favorite-Project, may not help your own project as much as you might think.  We may need to learn to say, by habit and in nearly all forums, "Here is a cool rationalist project", not, "Mine alone is the highest-return in expected utilons per marginal dollar project."  If someone cold-blooded enough to maximize expected utility of fungible money without regard to emotional side effects explicitly asks, we could perhaps steer them to a specialized subforum where anyone willing to make the claim of top priority fights it out.  Though if all goes well, those projects that have a strong claim to this kind of underserved-ness will get more investment and their marginal returns will go down, and the winner of the competing claims will no longer be clear.
 If there are many rationalist projects that benefit from raising the sanity waterline, then their mutual tolerance and common investment in spreading rationality could conceivably exhibit a commons problem.  But this doesn't seem too hard to deal with: if there's a group that's not willing to share the rationalists they create or mention to them that other Neo-Enlightenment projects might exist, then any common, centralized rationalist resources could remove the mention of their project as a cool thing to do.
 Though all this is an idealistic and future-facing thought, the benefits - for all of us - could be finding some important things we're missing right now.  So many rationalist projects have few supporters and far-flung; if we could all identify as elements of the Common Project of human progress, the Neo-Enlightenment, there would be a substantially higher probability of finding ten of us in any given city.  Right now, a lot of these projects are just a little lonely for their supporters.  Rationality may not be the most important thing in the world - that, of course, is the thing that we protect - but it is a cool thing that more of us have in common.  We might gain much from identifying ourselves also as rationalists.
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Rationality Quotes 11
Eliezer Yudkowsky, 04 March 2008 05:48AM
"If we let ethical considerations get in the way of scientific hubris, then the feminists have won!" 
        -- Helarxe
 "The trajectory to hell is paved with locally-good intentions."
        -- Matt Gingell
 "To a mouse, cheese is cheese; that's why mousetraps work."
        -- Wendell Johnson, quoted in Language in Thought and Action
 "'Ethical consideration' has come to mean reasoning from an ivory tower about abstract non-issues while people die."
        -- Zeb Haradon
 "I intend to live forever. So far, so good."
        -- Rick Potvin
 "The accessory optic system: The AOS, extensively studied in the rabbit, arises from a special class of ganglion cells, the cells of Dogiel, that are directionally selective and respond best to slow rates of movement. They project to the terminal nuclei which in turn project to the dorsal cap of Kooy of the inferior olive. The climbing fibers from the olive project to the flocculo-nodular lobe of the cerebellum from where the brain stem occulomotor centers are reached through the vestibular nuclei."
        -- MIT Encyclopedia of the Cognitive Sciences, "Visual Anatomy and Physiology"
 "Fight for those you have lost, and for those you don't want to lose."
         -- Claymore
 "Which facts are likely to reappear? The simple facts. How to recognize them? Choose those that seem simple. Either this simplicity is real or the complex elements are indistinguishable. In the first case we're likely to meet this simple fact again either alone or as an element in a complex fact. The second case too has a good chance of recurring since nature doesn't randomly construct such cases."
        -- Robert M. Pirsig, Zen and the Art of Motorcycle Maintenance
 "Revolutions begin not when the first barricades are erected or even when people lose faith in the old ways of doing things, but rather when they realize that fundamental change is possible."
        -- Steven Metz
 "First Law of Anime Acoustics: In space, loud sounds, like explosions, are even louder because there is no air to get in the way."
"Law of Inherent Combustibility: Everything explodes. Everything."
"Law of Conservation of Firepower: Any powerful weapon capable of destroying/defeating an opponent in a single shot will invariably be reserved and used only as a last resort."
        -- Laws of Anime
 "On the Popo Agie in September,
I watched the water toss through the same arc,
  each molecule passing through and never returning,
  but the whole a permanence of chaos,
   repeating to the casual glance,
   various to the closer look."
        --  Mick McAllister

Original with comments: Rationality Quotes 11
Politics is the Mind-Killer
Eliezer Yudkowsky, 18 February 2007 09:23PM
People go funny in the head when talking about politics.  The evolutionary reasons for this are so obvious as to be worth belaboring:  In the ancestral environment, politics was a matter of life and death.  And sex, and wealth, and allies, and reputation...  When, today, you get into an argument about whether "we" ought to raise the minimum wage, you're executing adaptations for an ancestral environment where being on the wrong side of the argument could get you killed.  Being on the right side of the argument could let you kill your hated rival!


 If you want to make a point about science, or rationality, then my advice is to not choose a domain from contemporary politics if you can possibly avoid it.  If your point is inherently about politics, then talk about Louis XVI during the French Revolution.  Politics is an important domain to which we should individually apply our rationality - but it's a terrible domain in which to learn rationality, or discuss rationality, unless all the discussants are already rational.
Politics is an extension of war by other means.  Arguments are soldiers.  Once you know which side you're on, you must support all arguments of that side, and attack all arguments that appear to favor the enemy side; otherwise it's like stabbing your soldiers in the back - providing aid and comfort to the enemy.  People who would be level-headed about evenhandedly weighing all sides of an issue in their professional life as scientists, can suddenly turn into slogan-chanting zombies when there's a Blue or Green position on an issue.


 In Artificial Intelligence, and particularly in the domain of nonmonotonic reasoning, there's a standard problem:  "All Quakers are pacifists.  All Republicans are not pacifists.  Nixon is a Quaker and a Republican.  Is Nixon a pacifist?"
 What on Earth was the point of choosing this as an example?  To rouse the political emotions of the readers and distract them from the main question?  To make Republicans feel unwelcome in courses on Artificial Intelligence and discourage them from entering the field?  (And no, before anyone asks, I am not a Republican.  Or a Democrat.)


 Why would anyone pick such a distracting example to illustrate nonmonotonic reasoning?  Probably because the author just couldn't resist getting in a good, solid dig at those hated Greens.  It feels so good to get in a hearty punch, y'know, it's like trying to resist a chocolate cookie.


 As with chocolate cookies, not everything that feels pleasurable is good for you.  And it certainly isn't good for our hapless readers who have to read through all the angry comments your blog post inspired.


 I'm not saying that I think Overcoming Bias should be apolitical, or even that we should adopt Wikipedia's ideal of the Neutral Point of View.  But try to resist getting in those good, solid digs if you can possibly avoid it.  If your topic legitimately relates to attempts to ban evolution in school curricula, then go ahead and talk about it - but don't blame it explicitly on the whole Republican Party; some of your readers may be Republicans, and they may feel that the problem is a few rogues, not the entire party.  As with Wikipedia's NPOV, it doesn't matter whether (you think) the Republican Party really is at fault.  It's just better for the spiritual growth of the community to discuss the issue without invoking color politics.


 (Now that I've been named as a co-moderator, I guess I'd better include a disclaimer:  This article is my personal opinion, not a statement of official Overcoming Bias policy.  This will always be the case unless explicitly specified otherwise.)
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You're Entitled to Arguments, But Not (That Particular) Proof
Eliezer Yudkowsky, 15 February 2010 07:58AM
Followup to:  Logical Rudeness
  "Modern man is so committed to empirical knowledge, that he sets the standard for evidence higher than either side in his disputes can attain, thus suffering his disputes to be settled by philosophical arguments as to which party must be crushed under the burden of proof."
        -- Alan Crowe
 
 There's a story - in accordance with Poe's Law, I have no idea whether it's a joke or it actually happened - about a creationist who was trying to claim a "gap" in the fossil record, two species without an intermediate fossil having been discovered.  When an intermediate species was discovered, the creationist responded, "Aha!  Now there are two gaps."
 Since I'm not a professional evolutionary biologist, I couldn't begin to rattle off all the ways that we know evolution is true; true facts tend to leave traces of themselves behind, and evolution is the hugest fact in all of biology.  My specialty is the cognitive sciences, so I can tell you of my own knowledge that the human brain looks just like we'd expect it to look if it had evolved, and not at all like you'd think it would look if it'd been intelligently designed.  And I'm not really going to say much more on that subject.  As I once said to someone who questioned whether humans were really related to apes:  "That question might have made sense when Darwin first came up with the hypothesis, but this is the twenty-first century.  We can read the genes.  Human beings and chimpanzees have 95% shared genetic material.  It's over."
 Well, it's over, unless you're crazy like a human (ironically, more evidence that the human brain was fashioned by a sloppy and alien god).  If you're crazy like a human, you will engage in motivated cognition; and instead of focusing on the unthinkably huge heaps of evidence in favor of evolution, the innumerable signs by which the fact of evolution has left its heavy footprints on all of reality, the uncounted observations that discriminate between the world we'd expect to see if intelligent design ruled and the world we'd expect to see if evolution were true...
 ...instead you search your mind, and you pick out one form of proof that you think evolutionary biologists can't provide; and you demand, you insist upon that one form of proof; and when it is not provided, you take that as a refutation.
 You say, "Have you ever seen an ape species evolving into a human species?"  You insist on videotapes - on that particular proof.
 And that particular proof is one we couldn't possibly be expected to have on hand; it's a form of evidence we couldn't possibly be expected to be able to provide, even given that evolution is true.
 Yet it follows illogically that if a video tape would provide definite proof, then, likewise, the absence of a videotape must constitute definite disproof.  Or perhaps just render all other arguments void and turn the issue into a mere matter of personal opinion, with no one's opinion being better than anyone else's.
 So far as I can tell, the position of human-caused global warming (anthropogenic global warming aka AGW) has the ball.  I get the impression there's a lot of evidence piled up, a lot of people trying and failing to poke holes, and so I have no reason to play contrarian here.  It's now heavily politicized science, which means that I take the assertions with a grain of skepticism and worry - well, to be honest I don't spend a whole lot of time worrying about it, because (a) there are worse global catastrophic risks and (b) lots of other people are worrying about AGW already, so there are much better places to invest the next marginal minute of worry.
 But if I pretend for a moment to live in the mainstream mental universe in which there is nothing scarier to worry about than global warming, and a 6 °C (11 °F) rise in global temperatures by 2100 seems like a top issue for the care and feeding of humanity's future...
 Then I must shake a disapproving finger at anyone who claims the state of evidence on AGW is indefinite.
 Sure, if we waited until 2100 to see how much global temperatures increased and how high the seas rose, we would have definite proof.  We would have definite proof in 2100, however, and that sounds just a little bit way the hell too late.  If there are cost-effective things we can do to mitigate global warming - and by this I don't mean ethanol-from-corn or cap-and-trade, more along the lines of standardizing on a liquid fluoride thorium reactor design and building 10,000 of them - if there's something we can do about AGW, we need to do it now, not in a hundred years.
 When the hypothesis at hand makes time valuable - when the proposition at hand, conditional on its being true, means there are certain things we should be doing NOW - then you've got to do your best to figure things out with the evidence that we have.  Sure, if we had annual data on global temperatures and CO2 going back to 100 million years ago, we would know more than we do right now.  But we don't have that time-series data - not because global-warming advocates destroyed it, or because they were neglectful in gathering it, but because they couldn't possibly be expected to provide it in the first place.  And so we've got to look among the observations we can perform, to find those that discriminate between "the way the world could be expected to look if AGW is true / a big problem", and "the way the world would be expected to look if AGW is false / a small problem".  If, for example, we discover large deposits of frozen methane clathrates that are released with rising temperatures, this at least seems like "the sort of observation" we might be making if we live in the sort of world where AGW is a big problem.  It's not a necessary connection, it's not sufficient on its own, it's something we could potentially also observe in a world where AGW is not a big problem - but unlike the perfect data we can never obtain, it's something we can actually find out, and in fact have found out.
 Yes, we've never actually experimented to observe the results over 50 years of artificially adding a large amount of carbon dioxide to the atmosphere.  But we know from physics that it's a greenhouse gas.  It's not a privileged hypothesis we're pulling out of nowhere.  It's not like saying "You can't prove there's no invisible pink unicorn in my garage!"  AGW is, ceteris paribus, what we should expect to happen if the other things we believe are true.  We don't have any experimental results on what will happen 50 years from now, and so you can't grant the proposition the special, super-strong status of something that has been scientifically confirmed by a replicable experiment.  But as I point out in "Scientific Evidence, Legal Evidence, Rational Evidence", if science couldn't say anything about that which has not already been observed, we couldn't ever make scientific predictions by which the theories could be confirmed.  Extrapolating from the science we do know, global warming should be occurring; you would need specific experimental evidence to contradict that.
 We are, I think, dealing with that old problem of motivated cognition.  As Gilovich says:  "Conclusions a person does not want to believe are held to a higher standard than conclusions a person wants to believe.  In the former case, the person asks if the evidence compels one to accept the conclusion, whereas in the latter case, the person asks instead if the evidence allows one to accept the conclusion."  People map the domain of belief onto the social domain of authority, with a qualitative difference between absolute and nonabsolute demands:  If a teacher tells you certain things, and you have to believe them, and you have to recite them back on the test.  But when a student makes a suggestion in class, you don't have to go along with it - you're free to agree or disagree (it seems) and no one will punish you.
 And so the implicit emotional theory is that if something is not proven - better yet, proven using a particular piece of evidence that isn't available and that you're pretty sure is never going to become available - then you are allowed to disbelieve; it's like something a student says, not like something a teacher says.
 You demand particular proof P; and if proof P is not available, then you're allowed to disbelieve.
 And this is flatly wrong as probability theory.
 If the hypothesis at hand is H, and we have access to pieces of evidence E1, E2, and E3, but we do not have access to proof X one way or the other, then the rational probability estimate is the result of the Bayesian update P(H|E1,E2,E3).  You do not get to say, "Well, we don't know whether X or ~X, so I'm going to throw E1, E2, and E3 out the window until you tell me about X."  I cannot begin to describe how much that is not the way the laws of probability theory work.  You do not get to screen off E1, E2, and E3 based on your ignorance of X!
 Nor do you get to ignore the arguments that influence the prior probability of H - the standard science by which, ceteris paribus and without anything unknown at work, carbon dioxide is a greenhouse gas and ought to make the Earth hotter.
 Nor can you hold up the nonobservation of your particular proof X as a triumphant refutation.  If we had time cameras and could look into the past, then indeed, the fact that no one had ever "seen with their own eyes" primates evolving into humans would refute the hypothesis.  But, given that time cameras don't exist, then assuming evolution to be true we don't expect anyone to have witnessed humans evolving from apes with our own eyes, for the laws of natural selection require that this have happened far in the distant past.  And so, once you have updated on the fact that time cameras don't exist - computed P(Evolution|~Camera) - and the fact that time cameras don't exist hardly seems to refute the theory of evolution - then you obtain no further evidence by observing ~Video, i.e., P(Evolution|~Video,~Camera) = P(Evolution|~Camera).  In slogan-form, "The absence of unobtainable proof is not even weak evidence of absence."  See appendix for details.
 (And while we're on the subject, yes, the laws of probability theory are laws, rather than suggestions.  It is like something the teacher tells you, okay?  If you're going to ignore the Bayesian update you logically have to perform when you see a new piece of evidence, you might as well ignore outright mathematical proofs.  I see no reason why it's any less epistemically sinful to ignore probabilities than to ignore certainties.)
 Throwing E1, E2 and E3 out the window, and ignoring the prior probability of H, because you haven't seen unobtainable proof x; or holding up the nonobservation of X as a triumphant refutation, when you couldn't reasonably expect to see X even given that the underlying theory is true; all this is more than just a formal probability-theoretic mistake.  It is logically rude.
 After all - in the absence of your unobtainable particular proof, there may be plenty of other arguments by which you can hope to figure out whether you live in a world where the hypothesis of interest is true, or alternatively false.  It takes work to provide you with those arguments.  It takes work to provide you with extrapolations of existing knowledge to prior probabilities, and items of evidence with which to update those prior probabilities, to form a prediction about the unseen.  Someone who does the work to provide those arguments is doing the best they can by you; throwing the arguments out the window is not just irrational, but logically rude.
 And I emphasize this, because it seems to me that the underlying metaphor of demanding particular proof is to say as if, "You are supposed to provide me with a video of apes evolving into humans, I am entitled to see it with my own eyes, and it is your responsibility to make that happen; and if you do not provide me with that particular proof, you are deficient in your duties of argument, and I have no obligation to believe you."  And this is, in the first place, bad math as probability theory.  And it is, in the second place, an attitude of trying to be defensible rather than accurate, the attitude of someone who wants to be allowed to retain the beliefs they have, and not the attitude of someone who is honestly curious and trying to figure out which possible world they live in, by whatever signs are available.  But if these considerations do not move you, then even in terms of the original and flawed metaphor, you are in the wrong: you are entitled to arguments, but not that particular proof.
 Ignoring someone's hard work to provide you with the arguments you need - the extrapolations from existing knowledge to make predictions about events not yet observed, the items of evidence that are suggestive even if not definite and that fit some possible worlds better than others - and instead demanding proof they can't possibly give you, proof they couldn't be expected to provide even if they were right - that is logically rude.  It is invalid as probability theory, foolish on the face of it, and logically rude.
 And of course if you go so far as to act smug about the absence of an unobtainable proof, or chide the other for their credulity, then you have crossed the line into outright ordinary rudeness as well.
 It is likewise a madness of decision theory to hold off pending positive proof until it's too late to do anything; the whole point of decision theory is to choose under conditions of uncertainty, and that is not how the expected value of information is likely to work out.  Or in terms of plain common sense:  There are signs and portents, smoke alarms and hot doorknobs, by which you can hope to determine whether your house is on fire before your face melts off your skull; and to delay leaving the house until after your face melts off, because only this is the positive and particular proof that you demand, is decision-theoretical insanity.  It doesn't matter if you cloak your demand for that unobtainable proof under the heading of scientific procedure, saying, "These are the proofs you could not obtain even if you were right, which I know you will not be able to obtain until the time for action has long passed, which surely any scientist would demand before confirming your proposition as a scientific truth."  It's still nuts.
 
 
 Since this post has already gotten long, I've moved some details of probability theory, the subtext on cryonics, the sub-subtext on molecular nanotechnology, and the sub-sub-subtext on Artificial Intelligence, into:
 Demands for Particular Proof:  Appendices.
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Economic Definition of Intelligence?
Eliezer Yudkowsky, 29 October 2008 07:32PM
Followup to:  Efficient Cross-Domain Optimization
 Shane Legg once produced a catalogue of 71 definitions of intelligence.  Looking it over, you'll find that the 18 definitions in dictionaries and the 35 definitions of psychologists are mere black boxes containing human parts.
 However, among the 18 definitions from AI researchers, you can find such notions as
"Intelligence measures an agent's ability to achieve goals in a wide range of environments" (Legg and Hutter)

or
"Intelligence is the ability to optimally use limited resources - including time - to achieve goals" (Kurzweil)

or even
"Intelligence is the power to rapidly find an adequate solution in what appears a priori (to observers) to be an immense search space" (Lenat and Feigenbaum)

which is about as close as you can get to my own notion of "efficient cross-domain optimization" without actually measuring optimization power in bits.
 But Robin Hanson, whose AI background we're going to ignore for a moment in favor of his better-known identity as an economist, at once said:
"I think what you want is to think in terms of a production function, which describes a system's output on a particular task as a function of its various inputs and features."

Economists spend a fair amount of their time measuring things like productivity and efficiency.  Might they have something to say about how to measure intelligence in generalized cognitive systems?
 This is a real question, open to all economists.  So I'm going to quickly go over some of the criteria-of-a-good-definition that stand behind my own proffered suggestion on intelligence, and what I see as the important challenges to a productivity-based view.  It seems to me that this is an important sub-issue of Robin's and my persistent disagreement about the Singularity.
(A)  One of the criteria involved in a definition of intelligence is that it ought to separate form and function.  The Turing Test fails this - it says that if you can build something indistinguishable from a bird, it must definitely fly, which is true but spectacularly unuseful in building an airplane.
 (B)  We will also prefer quantitative measures to qualitative measures that only say "this is intelligent or not intelligent".  Sure, you can define "flight" in terms of getting off the ground, but what you really need is a way to quantify aerodynamic lift and relate it to other properties of the airplane, so you can calculate how much lift is needed to get off the ground, and calculate how close you are to flying at any given point.
 (C)  So why not use the nicely quantified IQ test?  Well, imagine if the Wright Brothers had tried to build the Wright Flyer using a notion of "flight quality" build around a Fly-Q test standardized on the abilities of the average pigeon, including various measures of wingspan and air maneuverability.  We want a definition that is not parochial to humans.
 (D)  We have a nice system of Bayesian expected utility maximization.  Why not say that any system's "intelligence" is just the average utility of the outcome it can achieve?  But utility functions are invariant up to a positive affine transformation, i.e., if you add 3 to all utilities, or multiply all by 5, it's the same utility function.  If we assume a fixed utility function, we would be able to compare the intelligence of the same system on different occasions - but we would like to be able to compare intelligences with different utility functions.
 (E)  And by much the same token, we would like our definition to let us recognize intelligence by observation rather than presumption, which means we can't always start off assuming that something has a fixed utility function, or even any utility function at all.  We can have a prior over probable utility functions, which assigns a very low probability to overcomplicated hypotheses like "the lottery wanted 6-39-45-46-48-36 to win on October 28th, 2008", but higher probabilities to simpler desires.
 (F)  Why not just measure how well the intelligence plays chess?  But in real-life situations, plucking the opponent's queen off the board or shooting the opponent is not illegal, it is creative.  We would like our definition to respect the creative shortcut - to not define intelligence into the box of a narrow problem domain.
 (G)  It would be nice if intelligence were actually measurable using some operational test, but this conflicts strongly with criteria F and D.  My own definition essentially tosses this out the window - you can't actually measure optimization power on any real-world problem any more than you can compute the real-world probability update or maximize real-world expected utility.  But, just as you can wisely wield algorithms that behave sorta like Bayesian updates or increase expected utility, there are all sorts of possible methods that can take a stab at measuring optimization power.
 (H)  And finally, when all is said and done, we should be able to recognize very high "intelligence" levels in an entity that can, oh, say, synthesize nanotechnology and build its own Dyson Sphere.  Nor should we assign very high "intelligence" levels to something that couldn't build a wooden wagon (even if it wanted to, and had hands).  Intelligence should not be defined too far away from that impressive thingy we humans sometimes do.
 Which brings us to production functions.  I think the main problems here would lie in criteria DE.
 First, a word of background:  In Artificial Intelligence, it's more common to spend your days obsessing over the structure of a problem space - and when you find a good algorithm, you use that algorithm and pay however much computing power it requires.  You aren't as likely to find a situation where there are five different algorithms competing to solve a problem and a sixth algorithm that has to decide where to invest a marginal unit of computing power.  Not that computer scientists haven't studied this as a specialized problem.  But it's ultimately not what AIfolk do all day.  So I hope that we can both try to appreciate the danger of deformation professionelle.
 Robin Hanson said:
"Eliezer, even if you measure output as you propose in terms of a state space reduction factor, my main point was that simply 'dividing by the resources used' makes little sense."

I agree that "divide by resources used" is a very naive method, rather tacked-on by comparison.  If one mind gets 40 bits of optimization using a trillion floating-point operations, and another mind achieves 80 bits of optimization using two trillion floating-point operations, even in the same domain using the same utility function, they may not at all be equally "well-designed" minds.  One of the minds may itself be a lot more "optimized" than the other (probably the second one).
 I do think that measuring the rarity of equally good solutions in the search space smooths out the discussion a lot.  More than any other simple measure I can think of.  You're not just presuming that 80 units are twice as good as 40 units, but trying to give some measure of how rare 80-unit solutions are in the space; if they're common it will take less "optimization power" to find them and we'll be less impressed.  This likewise helps when comparing minds with different preferences.
 But some search spaces are just easier to search than others.  I generally choose to talk about this by hiking the "optimization" metric up a meta-level: how easy is it to find an algorithm that searches this space?  There's no absolute easiness, unless you talk about simple random selection, which I take as my base case.  Even if a fitness gradient is smooth - a very simple search - e.g. natural selection would creep down it by incremental neighborhood search, while a human would leap through by e.g. looking at the first and second derivatives.  Which of these is the "inherent easiness" of the space?
 Robin says:
Then we can talk about partial derivatives; rates at which output increases as a function of changes in inputs or features...   Yes a production function formulation may abstract from some relevant details, but it is far closer to reality than dividing by "resources." 

A partial derivative divides the marginal output by marginal resource.  Is this so much less naive than dividing total output by total resources?
 I confess that I said "divide by resources" just to have some measure of efficiency; it's not a very good measure.  Still, we need to take resources into account somehow - we don't want natural selection to look as "intelligent" as humans: human engineers, given 3.85 billion years and the opportunity to run 1e44 experiments, would produce products overwhelmingly superior to biology.
 But this is really establishing an ordering based on superior performance with the same resources, not a quantitative metric.  I might have to be content with a partial ordering among intelligences, rather than being able to quantify them.  If so, one of the ordering characteristics will be the amount of resources used, which is what I was getting at by saying "divide by total resources".
 The idiom of "division" is based around things that can be divided, that is, fungible resources.  A human economy based on mass production has lots of these.  In modern-day computing work, programmers use fungible resources like computing cycles and RAM, but tend to produce much less fungible outputs.  Informational goods tend to be mostly non-fungible: two copies of the same file are worth around as much as one, so every worthwhile informational good is unique.  If I draw on my memory to produce an essay, neither the sentences of the essay, or the items of my memory, will be substitutable for one another.  If I create a unique essay by drawing upon a thousand unique memories, how well have I done, and how much resource have I used?
 Economists have a simple way of establishing a kind of fungibility-of-valuation between all the inputs and all the outputs of an economy: they look at market prices.
 But this just palms off the problem of valuation on hedge funds.  Someone has to do the valuing.  A society with stupid hedge funds ends up with stupid valuations.
 Steve Omohundro has pointed out that for fungible resources in an AI - and computing power is a fungible resource on modern architectures - there ought to be a resource balance principle: the marginal result of shifting a unit of resource between any two tasks should produce a decrease in expected utility, relative to the AI's probability function that determines the expectation.  To the extent any of these things have continuous first derivatives, shifting an infinitesimal unit of resource between any two tasks should have no effect on expected utility.  This establishes "expected utilons" as something akin to a central currency within the AI.
 But this gets us back to the problems of criteria D and E.  If I look at a mind and see a certain balance of resources, is that because the mind is really cleverly balanced, or because the mind is stupid?  If a mind would rather have two units of CPU than one unit of RAM (and how can I tell this by observation, since the resources are not readily convertible?) then is that because RAM is inherently twice as valuable as CPU, or because the mind is twice as stupid in using CPU as RAM?
 If you can assume the resource-balance principle, then you will find it easy to talk about the relative efficiency of alternative algorithms for use inside the AI, but this doesn't give you a good way to measure the external power of the whole AI.
 Similarly, assuming a particular relative valuation of resources, as given by an external marketplace, doesn't let us ask questions like "How smart is a human economy?"  Now the relative valuation a human economy assigns to internal resources can no longer be taken for granted - a more powerful system might assign very different relative values to internal resources.
 I admit that dividing optimization power by "total resources" is handwaving - more a qualitative way of saying "pay attention to resources used" than anything you could actually quantify into a single useful figure.  But I pose an open question to Robin (or any other economist) to explain how production theory can help us do better, bearing in mind that:
 	 Informational inputs and outputs tend to be non-fungible;
 	I want to be able to observe the "intelligence" and "utility function" of a whole system without starting out assuming them;
 	I would like to be able to compare, as much as possible, the performance of intelligences with different utility functions;
 	I can't assume a priori any particular breakdown of internal tasks or "ideal" valuation of internal resources.

I would finally point out that all data about the market value of human IQ only applies to variances of intelligence within the human species.  I mean, how much would you pay a chimpanzee to run your hedge fund?
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The Robbers Cave Experiment had as its subject 22 twelve-year-old boys, selected from 22 different schools in Oklahoma City, all doing well in school, all from stable middle-class Protestant families.  In short, the boys were as similar to each other as the experimenters could arrange, though none started out knowing any of the others.  The experiment, conducted in the aftermath of WWII, was meant to investigate conflicts between groups. How would the scientists spark an intergroup conflict to investigate? Well, the first step was to divide the 22 boys into two groups of 11 campers -
 - and that was quite sufficient.  There was hostility almost from the moment each group became aware of the other group's existence. Though they had not needed any name for themselves before, they named themselves the Eagles and the Rattlers.  After the researchers (disguised as camp counselors) instigated contests for prizes, rivalry reached a fever pitch and all traces of good sportsmanship disintegrated.  The Eagles stole the Rattlers' flag and burned it; the Rattlers raided the Eagles' cabin and stole the blue jeans of the group leader and painted it orange and carried it as a flag the next day.
 Each group developed a stereotype of itself and a contrasting stereotype of the opposing group (though the boys had been initially selected to be as similar as possible).  The Rattlers swore heavily and regarded themselves as rough-and-tough.  The Eagles swore off swearing, and developed an image of themselves as proper-and-moral.
 Consider, in this light, the episode of the Blues and the Greens in the days of Rome.  Since the time of the ancient Romans, and continuing into the era of Byzantium and the Roman Empire, the Roman populace had been divided into the warring Blue and Green factions.  Blues murdered Greens and Greens murdered Blues, despite all attempts at policing. They died in single combats, in ambushes, in group battles, in riots.
 
 From Procopius, History of the Wars, I:
  In every city the population has been divided for a long time past into the Blue and the Green factions [...] And they fight against their opponents knowing not for what end they imperil themselves [...] So there grows up in them against their fellow men a hostility which has no cause, and at no time does it cease or disappear, for it gives place neither to the ties of marriage nor of relationship nor of friendship, and the case is the same even though those who differ with respect to these colours be brothers or any other kin.
 
 Edward Gibbon, The Decline and Fall of the Roman Empire:
  The support of a faction became necessary to every candidate for civil or ecclesiastical honors.
 
 Who were the Blues and the Greens?
 They were sports fans - the partisans of the blue and green chariot-racing teams.
 It's less surprising if you think of the Robbers Cave experiment.  Favorite-Team is us; Rival-Team is them. Nothing more is ever necessary to produce fanatic enthusiasms for Us and great hatreds of Them.  People pursue their sports allegiances with all the desperate energy of two hunter-gatherer bands lined up for battle - cheering as if their very life depended on it, because fifty thousand years ago, it did.

Evolutionary psychology produces strange echoes in time, as adaptations continue to execute long after they cease to maximize fitness.  Sex with condoms.  Taste buds still chasing sugar and fat.  Rioting basketball fans.
 And so the fans of Favorite-Football-Team all praise their favorite players to the stars, and derogate the players on the Hated-Rival-Team.  We are the fans and players on the Favorite-Football-Team.  They are the fans and players from Hated-Rival-Team.  Those are the two opposing tribes, right?
 And yet the professional football players from Favorite-Team have a lot more in common with the professional football players from Rival-Team, than either has in common with the truck driver screaming cheers at the top of his lungs.  The professional football players live similar lives, undergo similar training regimens, move from one team to another.  They're much more likely to hang out at the expensive hotel rooms of fellow football players, than share a drink with a truck driver in his rented trailer home.  Whether Favorite-Team or Rival-Team wins, it's professional football players, not truck drivers, who get the girls, the spotlights, and above all the money: professional football players are paid a hell of a lot more than truck drivers.
 Why are professional football players better paid than truck drivers?  Because the truck driver divides the world into Favorite-Team and Rival-Team. That's what motivates him to buy the tickets and wear the T-Shirts. The whole money-making system would fall apart if people started seeing the world in terms of Professional Football Players versus Spectators.
 And I'm not even objecting to professional football.  Group identification is pretty much the service provided by football players, and since that service can be provided to many people simultaneously, salaries are naturally competitive.  Fans pay for tickets voluntarily, and everyone knows the score.
 It would be a very different matter if your beloved professional football players held over you the power of taxation and war, prison and death.
 Then it might not be a good idea to lose yourself in the delicious rush of group identification.
 Back in the good ol' days, when knights were brave and peasants starved, there was little doubt that the government and the governed were distinct classes.  Everyone simply took for granted that this was the Natural Order of Things.
 This era did not vanish in an instantaneous flash.  The Magna Carta did not challenge the obvious natural distinction between nobles and peasants - but it suggested the existence of a contract, a bargain, two sides at the table rather than one:
  No Freeman shall be taken or imprisoned, or be disseised of his Freehold, or Liberties, or free Customs, or be outlawed, or exiled, or any other wise destroyed; nor will We not pass upon him, nor condemn him, but by lawful judgment of his Peers, or by the Law of the Land.  We will sell to no man, we will not deny or defer to any man either Justice or Right.
 
 England did not replace the House of Lords with the House of Commons, when the notion of an elected legislature was first being floated.  They both exist, side-by-side, to this day.
 The American War of Independence did not begin as a revolt against the idea of kings, but rather a revolt against one king who had overstepped his authority and violated the compact.
 And then someone suggested a really wild idea...
 From Decision in Philadelphia: The Constitutional Convention of 1787:
  [The delegates to the Constitutional Convention] had grown up believing in a somewhat different principle of government, the idea of the social contract, which said that government was a bargain between the rulers and the ruled.  The people, in essence, agreed to accept the overlordship of their kings and governors; in return, the rulers agreed to respect certain rights of the people.
 But as the debate progressed, a new concept of government began more and more to be tossed around.  It abandoned the whole idea of the contract between rulers and the ruled as the philosophic basis for the government.  It said instead that the power resided solely in the people, they could delegate as much as they wanted to, and withdraw it as they saw fit.  All members of the government, not just legislators, would represent the people.  The Constitution, then, was not a bargain between the people and whoever ran the new government, but a delegation of certain powers to the new government, which the people could revise whenever they wanted.
 
 That was the theory.  But did it work in practice?
 In some ways, obviously it did work.  I mean, the Presidency of the United States doesn't work like the monarchies of olden times, when the crown passed from father to son, or when a queen would succeed the king her husband.
 But that's not even the important question.  Forget that Congresspeople on both sides of the "divide" are more likely to be lawyers than truck drivers.  Forget that in training and in daily life, they have far more in common with each other than they do with a randomly selected US citizen from their own party. Forget that they are more likely to hang out at each other's expensive hotel rooms than drop by your own house.  Is there a political divide - a divide of policies and interests - between Professional Politicians on the one hand, and Voters on the other?
 Well, let me put it this way.  Suppose that you happen to be socially liberal, fiscally conservative.  Who would you vote for?
 Or simplify it further:  Suppose that you're a voter who prefers a smaller, less expensive government - should you vote Republican or Democratic?  Or, lest I be accused of color favoritism, suppose that your voter preference is to get US troops out of Iraq.  Should you vote Democratic or Republican?
 One needs to be careful, at this point, to keep track of the distinction between marketing materials and historical records.  I'm not asking which political party stands for the idea of smaller government - which football team has "Go go smaller government!  Go go go!" as one of its cheers.  (Or "Troops out of Iraq!  Yay!")  Rather, over the last several decades, among Republican politicians and Democratic politicians, which group of Professional Politicians shrunk the government while it was in power?
 And by "shrunk" I mean "shrunk".  If you're suckered into an angry, shouting fight over whether Your Politicians or Their Politicians grew the government slightly less slowly, it means you're not seeing the divide between Politicians and Voters. There isn't a grand conspiracy to expand the government, but there's an incentive for each individual politician to send pork to campaign contributors, or borrow today against tomorrow's income.  And that creates a divide between the Politicians and the Voters, as a class, for reasons that have nothing to do with colors and slogans.
 Imagine two football teams.  The Green team's professional players shout the battle cry, "Cheaper tickets!  Cheaper tickets!" as they rush into the game.  The Blue team's professional players shout, "Better seating!  Better seating!" as they move forward.  The Green Spectators likewise cry "Cheaper tickets!" and the Blue Spectators of course cheer "Better seating!"
 And yet every year the price of tickets goes up, and the seats get harder and less comfortable.  The Blues win a football game, and a great explosion of "Better seating!  Better seating!" rises to the heavens with great shouts of excitement and glory, and then the next year the cushions have been replaced by cold steel.  The Greens kick a long-range field goal, and the Green Spectators leap up and down and hug each other screaming "Cheaper tickets!  Hooray!  Cheaper tickets!" and then tomorrow there's a $5 cost increase.
 It's not that there's a conspiracy.  No conspiracy is required. Even dishonesty is not required - it's so painful to have to lie consciously.  But somehow, after the Blue Professional Football Players have won the latest game, and they're just about to install some new cushions, it occurs to them that they'd rather be at home drinking a nice cold beer.  So they exchange a few furtive guilty looks, scurry home, and apologize to the Blue Spectators the next day.
 As for the Blue Spectators catching on, that's not very likely.  See, one of the cheers of the Green side is "Even if the Blues win, they won't install new seat cushions!"  So if a Blue Spectator says, "Hey, Blue Players, we cheered real hard and you won the last game!  What's up with the cold steel seats?" all the other Blue Spectators will stare aghast and say, "Why are you calling a Green cheer?"  And the lonely dissenter says, "No, you don't understand, I'm not cheering for the Greens.  I'm pointing out, as a fellow Spectator with an interest in better seating, that the Professional Football Players who are allegedly on the Blue Spectators' side haven't actually -"
 "What do you mean?" cry the Blue Spectators.  "Listen!  You can hear the Players calling it now!  'Better seating!'  It resounds from the rafters - how can you say our Players aren't true Blue?  Do you want the Green Players to win?  You - you're betraying Our Team by criticizing Our Players!"
 This is what I mean by the "two-party swindle".  Once a politician gets you to identify with them, they pretty much own you.
 There doesn't have to be a conscious, collaborative effort by Your Politicians and Their Politicians to keep the Voters screaming at each other, so that they don't notice the increasing gap between the Voters and the Politicians.  There doesn't have to be a conspiracy.  It emerges from the interests of the individual politicians in getting you to identify with them instead of judging them.
 The problem dates back to olden times.  Commoners identifying with kings was one of the great supports of the monarchy.  The commoners in France and England alike might be cold and starving.  And the kings of France and England alike might be living in a palace, drinking from golden cups.  But hey, the King of England is our king, right?  His glory is our glory?  Long live King Henry the Whatever!
 But as soon as you managed to take an emotional step back, started to think of your king as a contractor - rather than cheering for him because of the country he symbolized - you started to notice that the king wasn't a very good employee.
 And I dare say the Big Mess is not likely to be cleaned up, until the Republifans and Demofans realize that in many ways they have more in common with other Voters than with "their" Politicians; or, at the very least, stop enthusiastically cheering for rich lawyers because they wear certain colors, and begin judging them as employees severely derelict in their duties.
 Until then, the wheel will turn, one sector rising and one sector falling, with a great tumult of lamentation and cheers - and turn again, with uninhibited cries of joy or apprehension - turn again and again, and not go anywhere.
 Getting emotional over politics as though it were a sports game - identifying with one color and screaming cheers for them, while heaping abuse on the other color's fans - is a very good thing for the Professional Players' Team; not so much for Team Voters.
 (This post is related to the sequence Politics is the Mind-Killer.)
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Followup to:  Moral Complexities 
 In the dialogue "The Bedrock of Fairness", I intended Yancy to represent morality-as-raw-fact, Zaire to represent morality-as-raw-whim, and Xannon to be a particular kind of attempt at compromising between them.  Neither Xannon, Yancy, or Zaire represent my own views - rather they are, in their disagreement, showing the problem that I am trying to solve.  It is futile to present answers to which questions are lacking.
 But characters have independent life in the minds of all readers; when I create a dialogue, I don't view my authorial intent as primary.  Any good interpretation can be discussed.  I meant Zaire to be asking for half the pie out of pure selfishness; many readers interpreted this as a genuine need... which is as interesting a discussion to have as any, though it's a different discussion.
 With this in mind, I turn to Subhan and Obert, who shall try to answer yesterday's questions on behalf of their respective viewpoints.
 Subhan makes the opening statement:
 Subhan:  "I defend this proposition: that there is no reason to talk about a 'morality' distinct from what people want."
 Obert:  "I challenge.  Suppose someone comes to me and says, 'I want a slice of that pie you're holding.'  It seems to me that they have just made a very different statement from 'It is right that I should get a slice of that pie'.  I have no reason at all to doubt the former statement - to suppose that they are lying to me about their desires.  But when it comes to the latter proposition, I have reason indeed to be skeptical.  Do you say that these two statements mean the same thing?"
 Subhan:  "I suggest that when the pie-requester says to you, 'It is right for me to get some pie', this asserts that you want the pie-requester to get a slice."


 Obert:  "Why should I need to be told what I want?"
 Subhan:  "You take a needlessly restrictive view of wanting, Obert; I am not setting out to reduce humans to creatures of animal instinct.   Your wants include those desires you label 'moral values', such as wanting the hungry to be fed -"
 Obert:  "And you see no distinction between my desire to feed the hungry, and my desire to eat all the delicious pie myself?"
 Subhan:  "No!  They are both desires - backed by different emotions, perhaps, but both desires.  To continue, the pie-requester hopes that you have a desire to feed the hungry, and so says, 'It is right that I should get a slice of this pie', to remind you of your own desire.  We do not automatically know all the consequences of our own wants; we are not logically omniscient."
 Obert:  "This seems psychologically unrealistic - I don't think that's what goes through the mind of the person who says, 'I have a right to some pie'.  In this latter case, if I deny them pie, they will feel indignant.  If they are only trying to remind me of my own desires, why should they feel indignant?"
 Subhan:  "Because they didn't get any pie, so they're frustrated."
 Obert:  "Unrealistic!  Indignation at moral transgressions has a psychological dimension that goes beyond struggling with a struck door."
 Subhan:  "Then consider the evolutionary psychology.   The pie-requester's emotion of indignation would evolve as a display, first to remind you of the potential consequences of offending fellow tribe-members, and second, to remind any observing tribe-members of goals they may have to feed the hungry.  By refusing to share, you would offend against a social norm - which is to say, a widely shared want."
 Obert:  "So you take refuge in social wants as the essence of morality?  But people seem to see a difference between desire and morality, even in the quiet of their own minds.  They say things like:  'I want X, but the right thing to do is Y... what shall I do?'"
 Subhan:  "So they experience a conflict between their want to eat pie, and their want to feed the hungry - which they know is also a want of society.  It's not predetermined that the prosocial impulse will be victorious, but they are both impulses."
 Obert:  "And when, during WWII, a German hides Jews in their basement - against the wants of surrounding society - how then?"
 Subhan:  "People do not always define their in-group by looking at their next-door neighbors; they may conceive of their group as 'good Christians' or 'humanitarians'."
 Obert:  "I should sooner say that people choose their in-groups by looking for others who share their beliefs about morality - not that they construct their morality from their in-group."
 Subhan:  "Oh, really?  I should not be surprised if that were experimentally testable - if so, how much do you want to bet?"
 Obert:  "That the Germans who hid Jews in their basements, chose who to call their people by looking at their beliefs about morality?  Sure.  I'd bet on that."
 Subhan:  "But in any case, even if a German resister has a desire to preserve life which is so strong as to go against their own perceived 'society', it is still their desire."
 Obert:  "Yet they would attribute to that desire, the same distinction they make between 'right' and 'want' - even when going against society.  They might think to themselves, 'How dearly I wish I could stay out of this, and keep my family safe.  But it is my duty to hide these Jews from the Nazis, and I must fulfill that duty.'  There is an interesting moral question, as to whether it reveals greater heroism, to fulfill a duty eagerly, or to fulfill your duties when you are not eager.  For myself I should just total up the lives saved, and call that their score.  But I digress...  The distinction between 'right' and 'want' is not explained by your distinction of socially shared and individual wants.  The distinction between desire and duty seems to me a basic thing, which someone could experience floating alone in a spacesuit a thousand light-years from company."
 Subhan:  "Even if I were to grant this psychological distinction, perhaps that is simply a matter of emotional flavoring.  Why should I not describe perceived duties as a differently flavored want?"
 Obert:  "Duties, and should-ness, seem to have a dimension that goes beyond our whims.  If we want different pizza toppings today, we can order a different pizza without guilt; but we cannot choose to make murder a good thing."
 Subhan:  "Schopenhauer:  'A man can do as he wills, but not will as he wills.'  You cannot decide to make salad taste better to you than cheeseburgers, and you cannot decide not to dislike murder.   Furthermore, people do change, albeit rarely, those wants that you name 'values'; indeed they are easier to change than our food tastes."
 Obert:  "Ah!  That is something I meant to ask you about.  People sometimes change their morals; I would call this updating their beliefs about morality, but you would call it changing their wants.  Why would anyone want to change their wants?"
 Subhan:  "Perhaps they simply find that their wants have changed; brains do change over time.  Perhaps they have formed a verbal belief about what they want, which they have discovered to be mistaken.  Perhaps society has changed, or their perception of society has changed.  But really, in most cases you don't have to go that far, to explain apparent changes of morality."
 Obert:  "Oh?"
 Subhan:  "Let's say that someone begins by thinking that Communism is a good social system, has some arguments, and ends by believing that Communism is a bad social system.  This does not mean that their ends have changed - they may simply have gotten a good look at the history of Russia, and decided that Communism is a poor means to the end of raising standards of living.  I challenge you to find me a case of changing morality in which people change their terminal values, and not just their beliefs about which acts have which consequences."
 Obert:  "Someone begins by believing that God ordains against premarital sex; they find out there is no God; subsequently they approve of premarital sex.  This, let us specify, is not because of fear of Hell; but because previously they believed that God had the power to ordain, or knowledge to tell them, what is right; in ceasing to believe in God, they updated their belief about what is right."
 Subhan:  "I am not responsible for straightening others' confusions; this one is merely in a general state of disarray around the 'God' concept."
 Obert:  "All right; suppose I get into a moral argument with a man from a society that practices female circumcision.  I do not think our argument is about the consequences to the woman; the argument is about the morality of these consequences."
 Subhan:  "Perhaps the one falsely believes that women have no feelings -"
 Obert:  "Unrealistic, unrealistic!  It is far more likely that the one hasn't really considered whether the woman has feelings, because he doesn't see any obligation to care.  The happiness of women is not a terminal value to him.  Thousands of years ago, most societies devalued consequences to women.  They also had false beliefs about women, true - and false beliefs about men as well, for that matter - but nothing like the Victorian era's complex rationalizations for how paternalistic rules really benefited women.  The Old Testament doesn't explain why it levies the death penalty for a woman wearing men's clothing.  It certainly doesn't explain how this rule really benefits women after all.  It's not the sort of argument it would have occurred to the authors to rationalize!  They didn't care about the consequences to women."
 Subhan:  "So they wanted different things than you; what of it?"
 Obert:  "See, now that is exactly why I cannot accept your viewpoint.  Somehow, societies went from Old Testament attitudes, to democracies with female suffrage.  And this transition - however it occurred - was caused by people saying, 'What this society does to women is a great wrong!', not, 'I would personally prefer to treat women better.'  That's not just a change in semantics - it's the difference between being obligated to stand and deliver a justification, versus being able to just say, 'Well, I prefer differently, end of discussion.'  And who says that humankind has finished with its moral progress?  You're yanking the ladder out from underneath a very important climb."
 Subhan:  "Let us suppose that the change of human societies over the last ten thousand years, has been accompanied by a change in terminal values -"
 Obert:  "You call this a supposition?  Modern political debates turn around vastly different valuations of consequences than in ancient Greece!"
 Subhan:  "I am not so sure; human cognitive psychology has not had time to change evolutionarily over that period.  Modern democracies tend to appeal to our empathy for those suffering; that empathy existed in ancient Greece as well, but it was invoked less often.  In each single moment of argument, I doubt you would find modern politicians appealing to emotions that didn't exist in ancient Greece."
 Obert:  "I'm not saying that emotions have changed; I'm saying that beliefs about morality have changed.  Empathy merely provides emotional depth to an argument that can be made on a purely logical level:  'If it's wrong to enslave you, if it's wrong to enslave your family and your friends, then how can it be right to enslave people who happen to be a different color?  What difference does the color make?'  If morality is just preference, then there's a very simple answer:  'There is no right or wrong, I just like my own family better.'  You see the problem here?"
 Subhan:  "Logical fallacy:  Appeal to consequences."
 Obert:  "I'm not appealing to consequences.  I'm showing that when I reason about 'right' or 'wrong', I am reasoning about something that does not behave like 'want' and 'don't want'."
 Subhan:  "Oh?  But I think that in reality, your rejection of morality-as-preference has a great deal to do with your fear of where the truth leads."
 Obert:  "Logical fallacy:  Ad hominem."
 Subhan:  "Fair enough.  Where were we?"
 Obert:  "If morality is preference, why would you want to change your wants to be more inclusive?  Why would you want to change your wants at all?"
 Subhan:  "The answer to your first question probably has to do with a fairness instinct, I would suppose - a notion that the tribe should have the same rules for everyone."
 Obert:  "I don't think that's an instinct.  I think that's a triumph of three thousand years of moral philosophy."
 Subhan:  "That could be tested."
 Obert:  "And my second question?"
 Subhan:  "Even if terminal values change, it doesn't mean that terminal values are stored on a great stone tablet outside humanity.  Indeed, it would seem to argue against it!  It just means that some of the events that go on in our brains, can change what we want."
 Obert:  "That's your concept of moral progress?  That's your view of the last three thousand years?  That's why we have free speech, democracy, mass street protests against wars, nonlethal weapons, no more slavery -"
 Subhan:  "If you wander on a random path, and you compare all past states to your present state, you will see continuous 'advancement' toward your present condition -"
 Obert:  "Wander on a random path?"
 Subhan:  "I'm just pointing out that saying, 'Look how much better things are now', when your criterion for 'better' is comparing past moral values to yours, does not establish any directional trend in human progress."
 Obert:  "Your strange beliefs about the nature of morality have destroyed your soul.  I don't even believe in souls, and I'm saying that."
 Subhan:  "Look, depending on which arguments do, in fact, move us, you might be able to regard the process of changing terminal values as a directional progress.  You might be able to show that the change had a consistent trend as we thought of more and more arguments.  But that doesn't show that morality is something outside us.  We could even - though this is psychologically unrealistic - choose to regard you as computing a converging approximation to your 'ideal wants', so that you would have meta-values that defined both your present value and the rules for updating them.  But these would be your meta-values and your ideals and your computation, just as much as pepperoni is your own taste in pizza toppings.  You may not know your real favorite ever pizza topping, until you've tasted many possible flavors."
 Obert:  "Leaving out what it is that you just compared to pizza toppings, I begin to be suspicious of the all-embracingness of your viewpoint.  No matter what my mind does, you can simply call it a still-more-modified 'want'.  I think that you are the one suffering from meta-level confusion, not I.  Appealing to right is not the same as appealing to desire.  Just because the appeal is judged inside my brain, doesn't mean that the appeal is not to something more than my desires.  Why can't my brain compute duties as well as desires?"
 Subhan:  "What is the difference between duty and desire?"
 Obert:  "A duty is something you must do whether you want to or not."
 Subhan:  "Now you're just being incoherent.  Your brain computes something it wants to do whether it wants to or not?"
 Obert:  "No, you are the one whose theory makes this incoherent.  Which is why your theory ultimately fails to add up to morality."
 Subhan:  "I say again that you underestimate the power of mere wanting.  And more:  You accuse me of incoherence?  You say that I suffer from meta-level confusion?"
 Obert:  "Er... yes?"
 To be continued...
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What is true of one apple may not be true of another apple; thus more can be said about a single apple than about all the apples in the world.
        -- Twelve Virtues of Rationality 
 Within their own professions, people grasp the importance of narrowness; a car mechanic knows the difference between a carburetor and a radiator, and would not think of them both as "car parts".  A hunter-gatherer knows the difference between a lion and a panther.  A janitor does not wipe the floor with window cleaner, even if the bottles look similar to one who has not mastered the art.
 Outside their own professions, people often commit the misstep of trying to broaden a word as widely as possible, to cover as much territory as possible.  Is it not more glorious, more wise, more impressive, to talk about all the apples in the world?  How much loftier it must be to explain human thought in general, without being distracted by smaller questions, such as how humans invent techniques for solving a Rubik's Cube.  Indeed, it scarcely seems necessary to consider specific questions at all; isn't a general theory a worthy enough accomplishment on its own?
 
 It is the way of the curious to lift up one pebble from among a million pebbles on the shore, and see something new about it, something interesting, something different. You call these pebbles "diamonds", and ask what might be special about them - what inner qualities they might have in common, beyond the glitter you first noticed. And then someone else comes along and says: "Why not call this pebble a diamond too? And this one, and this one?" They are enthusiastic, and they mean well. For it seems undemocratic and exclusionary and elitist and unholistic to call some pebbles "diamonds", and others not. It seems... narrow-minded... if you'll pardon the phrase. Hardly open, hardly embracing, hardly communal.
 You might think it poetic, to give one word many meanings, and thereby spread shades of connotation all around. But even poets, if they are good poets, must learn to see the world precisely. It is not enough to compare love to a flower. Hot jealous unconsummated love is not the same as the love of a couple married for decades. If you need a flower to symbolize jealous love, you must go into the garden, and look, and make subtle distinctions - find a flower with a heady scent, and a bright color, and thorns. Even if your intent is to shade meanings and cast connotations, you must keep precise track of exactly which meanings you shade and connote.
 It is a necessary part of the rationalist's art - or even the poet's art! - to focus narrowly on unusual pebbles which possess some special quality. And look at the details which those pebbles - and those pebbles alone! - share among each other.  This is not a sin.
 It is perfectly all right for modern evolutionary biologists to explain just the patterns of living creatures, and not the "evolution" of stars or the "evolution" of technology.  Alas, some unfortunate souls use the same word "evolution" to cover the naturally selected patterns of replicating life, and the strictly accidental structure of stars, and the intelligently configured structure of technology.  And as we all know, if people use the same word, it must all be the same thing.  You should automatically generalize anything you think you know about biological evolution to technology.  Anyone who tells you otherwise must be a mere pointless pedant.  It couldn't possibly be that your abysmal ignorance of modern evolutionary theory is so total that you can't tell the difference between a carburetor and a radiator.  That's unthinkable.  No, the other guy - you know, the one who's studied the math - is just too dumb to see the connections.
 And what could be more virtuous than seeing connections?  Surely the wisest of all human beings are the New Age gurus who say "Everything is connected to everything else."  If you ever say this aloud, you should pause, so that everyone can absorb the sheer shock of this Deep Wisdom.
 There is a trivial mapping between a graph and its complement.  A fully connected graph, with an edge between every two vertices, conveys the same amount of information as a graph with no edges at all.  The important graphs are the ones where some things are not connected to some other things.
 When the unenlightened ones try to be profound, they draw endless verbal comparisons between this topic, and that topic, which is like this, which is like that; until their graph is fully connected and also totally useless. The remedy is specific knowledge and in-depth study. When you understand things in detail, you can see how they are not alike, and start enthusiastically subtracting edges off your graph.
 Likewise, the important categories are the ones that do not contain everything in the universe.  Good hypotheses can only explain some possible outcomes, and not others.
 It was perfectly all right for Isaac Newton to explain just gravity, just the way things fall down - and how planets orbit the Sun, and how the Moon generates the tides - but not the role of money in human society or how the heart pumps blood. Sneering at narrowness is rather reminiscent of ancient Greeks who thought that going out and actually looking at things was manual labor, and manual labor was for slaves.
 As Plato put it (in The Republic, Book VII):
  "If anyone should throw back his head and learn something by staring at the varied patterns on a ceiling, apparently you would think that he was contemplating with his reason, when he was only staring with his eyes... I cannot but believe that no study makes the soul look on high except that which is concerned with real being and the unseen. Whether he gape and stare upwards, or shut his mouth and stare downwards, if it be things of the senses that he tries to learn something about, I declare he never could learn, for none of these things admit of knowledge: I say his soul is looking down, not up, even if he is floating on his back on land or on sea!"
 
 Many today make a similar mistake, and think that narrow concepts are as lowly and unlofty and unphilosophical as, say, going out and looking at things - an endeavor only suited to the underclass.  But rationalists - and also poets - need narrow words to express precise thoughts; they need categories which include only some things, and exclude others. There's nothing wrong with focusing your mind, narrowing your categories, excluding possibilities, and sharpening your propositions. Really, there isn't! If you make your words too broad, you end up with something that isn't true and doesn't even make good poetry.
 And DON'T EVEN GET ME STARTED on people who think Wikipedia is an "Artificial Intelligence", the invention of LSD was a "Singularity" or that corporations are "superintelligent"!
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This post is part of the Quantum Physics Sequence.
Followup to:  On Being Decoherent
 Decoherence is implicit in quantum physics, not an extra postulate on top of it, and quantum physics is continuous.  Thus, "decoherence" is not an all-or-nothing phenomenon - there's no sharp cutoff point.  Given two blobs, there's a quantitative amount of amplitude that can flow into identical configurations between them.  This quantum interference diminishes down to an exponentially tiny infinitesimal as the two blobs separate in configuration space.
 Asking exactly when decoherence takes place, in this continuous process, is like asking when, if you keep removing grains of sand from a pile, it stops being a "heap".
The sand-heap dilemma is known as the Sorites Paradox, after the Greek soros, for heap.  It is attributed to Eubulides of Miletus, in the 4th century BCE.  The moral I draw from this very ancient tale:  If you try to draw sharp lines in a continuous process and you end up looking silly, it's your own darn fault. 


 (Incidentally, I once posed the Sorites Paradox to Marcello Herreshoff, who hadn't previously heard of it; and Marcello answered without the slightest hesitation, "If you remove all the sand, what's left is a 'heap of zero grains'."  Now that's a computer scientist.)
 Ah, but what about when people become decoherent?  What of the Conscious Sorites Paradox?
 What about the case where two blobs of amplitude containing people are interacting, but only somewhat - so that there is visibly a degree of causal influence, and visibly a degree of causal independence?
 Okay, this interval may work out to less than the Planck time for objects the size of a human brain.  But I see that as no excuse to evade the question.  In principle we could build a brain that would make the interval longer.
 Shouldn't there be some definite fact of the matter as to when one person becomes two people?
 Some folks out there would just say "No".  I suspect Daniel Dennett would just say "No".  Personally, I wish I could just say "No", but I'm not that advanced yet.  I haven't yet devised a way to express my appreciation of the orderliness of the universe, which doesn't involve counting people in orderly states as compared to disorderly states.
 Yet if you insist on an objective population count, for whatever reason, you have Soritic problems whether or not you delve into quantum physics.
 What about the Ebborians?  The Ebborians, you recall, have brains like flat sheets of conducting polymer, and when they reproduce, the brain-sheet splits down its thickness.  In the beginning, there is definitely one brain; in the end, there is definitely two brains; in between, there is a continuous decrease of causal influence and synchronization.  When does one Ebborian become two?
 Those who insist on an objective population count in a decoherent universe, must confront exactly analogous people-splitting problems in classical physics!
 Heck, you could simulate quantum physics the way we currently think it works, and ask exactly the same question!  At the beginning there is one blob, at the end there are two blobs, in this universe we have constructed.  So when does the consciousness split, if you think there's an objective answer to that?
 Demanding an objective population count is not a reason to object to decoherence, as such.  Indeed, the last fellow I argued with, ended up agreeing that his objection to decoherence was in fact a fully general objection to functionalist theories of consciousness.
 You might be tempted to try sweeping the Conscious Sorites Paradox under a rug, by postulating additionally that the Quantum Spaghetti Monster eats certain blobs of amplitude at exactly the right time to avoid a split.
 But then (1) you have to explain exactly when the QSM eats the amplitude, so you aren't avoiding any burden of specification.
 And (2) you're requiring the Conscious Sorites Paradox to get answered by fundamental physics, rather than being answered or dissolved by a better understanding of consciousness.  It's hard to see why taking this stance advances your position, rather than just closing doors.
 In fact (3) if you think you have a definite answer to "When are there two people?", then it's hard to see why you can't just give that same answer within the standard quantum theory instead.  The Quantum Spaghetti Monster isn't really helping here!  For every definite theory with a QSM, there's an equally definite theory with no QSM.  This is one of those occasions you have to pay close attention to see the superfluous element of your theory that doesn't really explain anything - it's harder when the theory as a whole does explain something, as quantum physics certainly does.
 Above all, (4) you would still have to explain afterward what happens with the Ebborians, or what happens to decoherent people in a simulation of quantum physics the way we currently think it works.  So you really aren't avoiding any questions!
 It's also worth noting that, in any physics that is continuous (or even any physics that has a very fine-grained discrete cellular level underneath), there are further Conscious Sorites Parodoxes for when people are born and when they die.  The bullet plows into your brain, crushing one neuron after another - when exactly are there zero people instead of one?
 Does it still seem like the Conscious Sorites Paradox is an objection to decoherent quantum mechanics, in particular?
 A reductionist would say that the Conscious Sorites Paradox is not a puzzle for physicists, because it is a puzzle you get even after the physicists have done their duty, and told us the true laws governing every fundamental event.
 As previously touched on, this doesn't imply that consciousness is a matter of nonphysical knowledge.  You can know the fundamental laws, and yet lack the computing power to do protein folding.  So, too, you can know the fundamental laws; and yet lack the empirical knowledge of the brain's configuration, or miss the insight into higher levels of organization, which would give you a compressed understanding of consciousness.
 Or so a materialist would assume.  A non-epiphenomenal dualist would say, "Ah, but you don't know the true laws of fundamental physics, and when you do know them, that is where you will find the thundering insight that also resolves questions of consciousness and identity."
 It's because I actually do acknowledge the possibility that there is some thundering insight in the fundamental physics we don't know yet, that I am not quite willing to say that the Conscious Sorites puzzle is not a puzzle for physicists.  Or to look at it another way, the problem might not be their responsibility, but that doesn't mean they can't help.  The physicists might even swoop in and solve it, you never know.
 In one sense, there's a clear gap in our interpretation of decoherence: we don't know exactly how quantum-mechanical states correspond to the experiences that are (from a Cartesian standpoint) our final experimental results.
 But this is something you could say about all current scientific theories (at least that I've heard of).  And I, for one, am betting that the puzzle-cracking insight comes from a cognitive scientist.
 I'm not just saying tu quoque (i.e., "Your theory has that problem too!")  I'm saying that "But you haven't explained consciousness!" doesn't reasonably seem like the responsibility of physicists, or an objection to a theory of fundamental physics. 
 An analogy:  When a doctor says, "Hey, I think that virus X97 is causing people to drip green slime," you don't respond:  "Aha, but you haven't explained the exact chain of causality whereby this merely physical virus leads to my experience of dripping green slime... so it's probably not a virus that does it, but a bacterium!"
 This is another of those sleights-of-hand that you have to pay close attention to notice.  Why does a non-viral theory do any better than a viral theory at explaining which biological states correspond to which conscious experiences?  There is a puzzle here, but how is it a puzzle that provides evidence for one epidemiological theory over another?
 It can reasonably seem that, however consciousness turns out to work, getting infected with virus X97 eventually causes your experience of dripping green slime.  You've solved the medical part of the problem, as it were, and the remaining mystery is a matter for cognitive science.
 Likewise, when a physicist has said that two objects attract each other with a force that goes as the product of the masses and the inverse square of the distance between them, that looks pretty much consistent with the experience of an apple falling on your head.  If you have an experience of the apple floating off into space, that's a problem for the physicist.  But that you have any experience at all, is not a problem for that particular theory of gravity.
  If two blobs of amplitude are no longer interacting, it seems reasonable to regard this as consistent with there being two different brains that have two different experiences, however consciousness turns out to work.  Decoherence has a pretty reasonable explanation of why you experience a single world rather than an entangled one, given that you experience anything at all.
 However the whole debate over consciousness turns out, it seems that we see pretty much what we should expect to see given decoherent physics.  What's left is a puzzle, but it's not a physicist's responsibility to answer.
 ...is what I would like to say.
 But unfortunately there's that whole thing with the squared modulus of the complex amplitude giving the apparent "probability" of "finding ourselves in a particular blob".
 That part is a serious puzzle with no obvious answer, which I've discussed already in analogy.  I'll shortly be doing an explanation of how the problem looks from within actual quantum theory.
 Just remember, if someone presents you with an apparent "answer" to this puzzle, don't forget to check whether the phenomenon still seems mysterious, whether the answer really explains anything, and whether every part of the hypothesis is actively helping.
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One of the single greatest puzzles about the human brain is how the damn thing works at all when most neurons fire 10-20 times per second, or 200Hz tops.  In neurology, the "hundred-step rule" is that any postulated operation has to complete in at most 100 sequential steps - you can be as parallel as you like, but you can't postulate more than 100 (preferably less) neural spikes one after the other.
 Can you imagine having to program using 100Hz CPUs, no matter how many of them you had?  You'd also need a hundred billion processors just to get anything done in realtime.
 If you did need to write realtime programs for a hundred billion 100Hz processors, one trick you'd use as heavily as possible is caching.  That's when you store the results of previous operations and look them up next time, instead of recomputing them from scratch.  And it's a very neural idiom - recognition, association, completing the pattern.
 It's a good guess that the actual majority of human cognition consists of cache lookups.
 This thought does tend to go through my mind at certain times.
There was a wonderfully illustrative story which I thought I had bookmarked, but couldn't re-find: it was the story of a man whose know-it-all neighbor had once claimed in passing that the best way to remove a chimney from your house was to knock out the fireplace, wait for the bricks to drop down one level, knock out those bricks, and repeat until the chimney was gone.  Years later, when the man wanted to remove his own chimney, this cached thought was lurking, waiting to pounce...
 As the man noted afterward - you can guess it didn't go well - his neighbor was not particularly knowledgeable in these matters, not a trusted source.  If he'd questioned the idea, he probably would have realized it was a poor one.  Some cache hits we'd be better off recomputing.  But the brain completes the pattern automatically - and if you don't consciously realize the pattern needs correction, you'll be left with a completed pattern.
 I suspect that if the thought had occurred to the man himself - if he'd personally had this bright idea for how to remove a chimney - he would have examined the idea more critically.  But if someone else has already thought an idea through, you can save on computing power by caching their conclusion - right?
 In modern civilization particularly, no one can think fast enough to think their own thoughts.  If I'd been abandoned in the woods as an infant, raised by wolves or silent robots, I would scarcely be recognizable as human.  No one can think fast enough to recapitulate the wisdom of a hunter-gatherer tribe in one lifetime, starting from scratch.  As for the wisdom of a literate civilization, forget it.
 But the flip side of this is that I continually see people who aspire to critical thinking, repeating back cached thoughts which were not invented by critical thinkers.
 A good example is the skeptic who concedes, "Well, you can't prove or disprove a religion by factual evidence."  As I have pointed out elsewhere, this is simply false as probability theory.  And it is also simply false relative to the real psychology of religion - a few centuries ago, saying this would have gotten you burned at the stake.  A mother whose daughter has cancer prays, "God, please heal my daughter", not, "Dear God, I know that religions are not allowed to have any falsifiable consequences, which means that you can't possibly heal my daughter, so... well, basically, I'm praying to make myself feel better, instead of doing something that could actually help my daughter."
 But people read "You can't prove or disprove a religion by factual evidence," and then, the next time they see a piece of evidence disproving a religion, their brain completes the pattern.  Even some atheists repeat this absurdity without hesitation.  If they'd thought of the idea themselves, rather than hearing it from someone else, they would have been more skeptical.
 Death: complete the pattern: "Death gives meaning to life."
 It's frustrating, talking to good and decent folk - people who would never in a thousand years spontaneously think of wiping out the human species - raising the topic of existential risk, and hearing them say, "Well, maybe the human species doesn't deserve to survive."  They would never in a thousand years shoot their own child, who is a part of the human species, but the brain completes the pattern.
 What patterns are being completed, inside your mind, that you never chose to be there?
 Rationality: complete the pattern: "Love isn't rational."
 If this idea had suddenly occurred to you personally, as an entirely new thought, how would you examine it critically?  I know what I would say, but what would you?  It can be hard to see with fresh eyes.  Try to keep your mind from completing the pattern in the standard, unsurprising, already-known way.  It may be that there is no better answer than the standard one, but you can't think about the answer until you can stop your brain from filling in the answer automatically.
 Now that you've read this blog post, the next time you hear someone unhesitatingly repeating a meme you think is silly or false, you'll think, "Cached thoughts."  My belief is now there in your mind, waiting to complete the pattern.  But is it true?  Don't let your mind complete the pattern!  Think!
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Followup to:  Thou Art Godshatter, Joy in the Merely Real, Is Morality Given?, Rebelling Within Nature 
 How, oh how, did an unloving and mindless universe, cough up minds who were capable of love?
 "No mystery in that," you say, "it's just a matter of natural selection."
 But natural selection is cruel, bloody, and bloody stupid.  Even when, on the surface of things, biological organisms aren't directly fighting each other - aren't directly tearing at each other with claws - there's still a deeper competition going on between the genes.  Genetic information is created when genes increase their relative frequency in the next generation - what matters for "genetic fitness" is not how many children you have, but that you have more children than others.  It is quite possible for a species to evolve to extinction, if the winning genes are playing negative-sum games.
 How, oh how, could such a process create beings capable of love?
 "No mystery," you say, "there is never any mystery-in-the-world; mystery is a property of questions, not answers.  A mother's children share her genes, so the mother loves her children."
But sometimes mothers adopt children, and still love them.  And mothers love their children for themselves, not for their genes.

 "No mystery," you say, "Individual organisms are adaptation-executers, not fitness-maximizers.   Evolutionary psychology is not about deliberately maximizing fitness - through most of human history, we didn't know genes existed.  We don't calculate our acts' effect on genetic fitness consciously, or even subconsciously."
 But human beings form friendships even with non-relatives: how, oh how, can it be?
 "No mystery, for hunter-gatherers often play Iterated Prisoner's Dilemmas, the solution to which is reciprocal altruism.  Sometimes the most dangerous human in the tribe is not the strongest, the prettiest, or even the smartest, but the one who has the most allies."
 Yet not all friends are fair-weather friends; we have a concept of true friendship - and some people have sacrificed their life for their friends.  Would not such a devotion tend to remove itself from the gene pool?
 "You said it yourself: we have a concept of true friendship and fair-weather friendship.  We can tell, or try to tell, the difference between someone who considers us a valuable ally, and someone executing the friendship adaptation.  We wouldn't be true friends with someone who we didn't think was a true friend to us - and someone with many true friends is far more formidable than someone with many fair-weather allies."
 And Mohandas Gandhi, who really did turn the other cheek?  Those who try to serve all humanity, whether or not all humanity serves them in turn?
 "That perhaps is a more complicated story.  Human beings are not just social animals.  We are political animals who argue linguistically about policy in adaptive tribal contexts.  Sometimes the formidable human is not the strongest, but the one who can most skillfully argue that their preferred policies match the preferences of others."
 Um... that doesn't explain Gandhi, or am I missing something?
 "The point is that we have the ability to argue about 'What should be done?' as a proposition - we can make those arguments and respond to those arguments, without which politics could not take place."
 Okay, but Gandhi?
 "Believed certain complicated propositions about 'What should be done?' and did them."
 That sounds like it could explain any possible human behavior.
 "If we traced back the chain of causality through all the arguments, it would involve: a moral architecture that had the ability to argue general abstract moral propositions like 'What should be done to people?'; appeal to hardwired intuitions like fairness, a concept of duty, pain aversion + empathy; something like a preference for simple moral propositions, probably reused from our previous Occam prior; and the end result of all this, plus perhaps memetic selection effects, was 'You should not hurt people' in full generality -"
 And that gets you Gandhi.
 "Unless you think it was magic, it has to fit into the lawful causal development of the universe somehow."
 Well... I certainly won't postulate magic, under any name.
 "Good."
 But come on... doesn't it seem a little... amazing... that hundreds of millions of years worth of evolution's death tournament could cough up mothers and fathers, sisters and brothers, husbands and wives, steadfast friends and honorable enemies, true altruists and guardians of causes, police officers and loyal defenders, even artists sacrificing themselves for their art, all practicing so many kinds of love?  For so many things other than genes?  Doing their part to make their world less ugly, something besides a sea of blood and violence and mindless replication?
 "Are you claiming to be surprised by this?  If so, question your underlying model, for it has led you to be surprised by the true state of affairs.  Since the beginning, not one unusual thing has ever happened."
 But how is it not surprising?
 "What are you suggesting, that some sort of shadowy figure stood behind the scenes and directed evolution?"
 Hell no.  But -
 "Because if you were suggesting that, I would have to ask how that shadowy figure originally decided that love was a desirable outcome of evolution.  I would have to ask where that figure got preferences that included things like love, friendship, loyalty, fairness, honor, romance, and so on.  On evolutionary psychology, we can see how that specific outcome came about - how those particular goals rather than others were generated in the first place.  You can call it 'surprising' all you like.  But when you really do understand evolutionary psychology, you can see how parental love and romance and honor, and even true altruism and moral arguments, bear the specific design signature of natural selection in particular adaptive contexts of the hunter-gatherer savanna.  So if there was a shadowy figure, it must itself have evolved - and that obviates the whole point of postulating it."
 I'm not postulating a shadowy figure!  I'm just asking how human beings ended up so nice.
 "Nice!  Have you looked at this planet lately?  We also bear all those other emotions that evolved, too - which would tell you very well that we evolved, should you begin to doubt it.  Humans aren't always nice."
 We're one hell of a lot nicer than the process that produced us, which lets elephants starve to death when they run out of teeth, and doesn't anesthetize a gazelle even as it lays dying and is of no further importance to evolution one way or the other.  It doesn't take much to be nicer than evolution.  To have the theoretical capacity to make one single gesture of mercy, to feel a single twinge of empathy, is to be nicer than evolution.  How did evolution, which is itself so uncaring, create minds on that qualitatively higher moral level than itself?  How did evolution, which is so ugly, end up doing anything so beautiful?
 "Beautiful, you say?  Bach's Little Fugue in G Minor may be beautiful, but the sound waves, as they travel through the air, are not stamped with tiny tags to specify their beauty.  If you wish to find explicitly encoded a measure of the fugue's beauty, you will have to look at a human brain - nowhere else in the universe will you find it.  Not upon the seas or the mountains will you find such judgments written: they are not minds, they cannot think."
 Perhaps that is so, but still I ask:  How did evolution end up doing anything so beautiful, as giving us the ability to admire the beauty of a flower?
 "Can you not see the circularity in your question?  If beauty were like some great light in the sky that shined from outside humans, then your question might make sense - though there would still be the question of how humans came to perceive that light.  You evolved with a psychology unlike evolution:  Evolution has nothing like the intelligence or the precision required to exactly quine its goal system.  In coughing up the first true minds, evolution's simple fitness criterion shattered into a thousand values.  You evolved with a psychology that attaches utility to things which evolution does not care about, like human life and happiness.  And then you look back and say, 'How marvelous, that uncaring evolution produced minds that care about sentient life!'  So your great marvel and wonder, that seems like far too much coincidence, is really no coincidence at all."
 But then it is still amazing that this particular circular loop, happened to loop around such important things as beauty and altruism.
 "I don't think you're following me here.  To you, it seems natural to privilege the beauty and altruism as special, as preferred, because you value them highly; and you don't see this as a unusual fact about yourself, because many of your friends do likewise.  So you expect that a ghost of perfect emptiness would also value life and happiness - and then, from this standpoint outside reality, a great coincidence would indeed have occurred."
 But you can make arguments for the importance of beauty and altruism from first principles - that our aesthetic senses lead us to create new complexity, instead of repeating the same things over and over; and that altruism is important because it takes us outside ourselves, gives our life a higher meaning than sheer brute selfishness.
 "Oh, and that argument is going to move even a ghost of perfect emptiness - now that you've appealed to slightly different values?  Those aren't first principles, they're just different principles.  Even if you've adopted a high-falutin' philosophical tone, still there are no universally compelling arguments.  All you've done is pass the recursive buck."
 You don't think that, somehow, we evolved to tap into something beyond -
 "What good does it do to suppose something beyond?  Why should we pay more attention to that beyond thing, than we pay to our existence as humans?  How does it alter your personal responsibility, to say that you were only following the orders of the beyond thing?  And you would still have evolved to let the beyond thing, rather than something else, direct your actions.  You are only passing the recursive buck.  Above all, it would be too much coincidence."
 Too much coincidence?
 "A flower is beautiful, you say.  Do you think there is no story behind that beauty, or that science does not know the story?  Flower pollen is transmitted by bees, so by sexual selection, flowers evolved to attract bees - by imitating certain mating signs of bees, as it happened; the flowers' patterns would look more intricate, if you could see in the ultraviolet.  Now healthy flowers are a sign of fertile land, likely to bear fruits and other treasures, and probably prey animals as well; so is it any wonder that humans evolved to be attracted to flowers?  But for there to be some great light written upon the very stars - those huge unsentient balls of burning hydrogen - which also said that flowers were beautiful, now that would be far too much coincidence."
 So you explain away the beauty of a flower?
 "No, I explain it.  Of course there's a story behind the beauty of flowers and the fact that we find them beautiful.  Behind ordered events, one finds ordered stories; and what has no story is the product of random noise, which is hardly any better.  If you cannot take joy in things that have stories behind them, your life will be empty indeed.  I don't think I take any less joy in a flower than you do; more so, perhaps, because I take joy in its story as well."
 Perhaps as you say, there is no surprise from a causal viewpoint - no disruption of the physical order of the universe.  But it still seems to me that, in this creation of humans by evolution, something happened that is precious and marvelous and wonderful.  If we cannot call it a physical miracle, then call it a moral miracle.
 "Because it's only a miracle from the perspective of the morality that was produced, thus explaining away all of the apparent coincidence from a merely causal and physical perspective?"
 Well... I suppose you could interpret the term that way, yes.  I just meant something that was immensely surprising and wonderful on a moral level, even if it is not surprising on a physical level.
 "I think that's what I said."
 But it still seems to me that you, from your own view, drain something of that wonder away.
 "Then you have problems taking joy in the merely real.  Love has to begin somehow, it has to enter the universe somewhere.  It is like asking how life itself begins - and though you were born of your father and mother, and they arose from their living parents in turn, if you go far and far and far away back, you will finally come to a replicator that arose by pure accident - the border between life and unlife.  So too with love.
 "A complex pattern must be explained by a cause which is not already that complex pattern.  Not just the event must be explained, but the very shape and form.  For love to first enter Time, it must come of something that is not love; if this were not possible, then love could not be.
 "Even as life itself required that first replicator to come about by accident, parentless but still caused: far, far back in the causal chain that led to you: 3.85 billion years ago, in some little tidal pool.
 "Perhaps your children's children will ask how it is that they are capable of love.
 "And their parents will say:  Because we, who also love, created you to love.
 "And your children's children will ask:  But how is it that you love?
 "And their parents will reply:  Because our own parents, who also loved, created us to love in turn.
 "Then your children's children will ask:  But where did it all begin?  Where does the recursion end?
 "And their parents will say:  Once upon a time, long ago and far away, ever so long ago, there were intelligent beings who were not themselves intelligently designed.  Once upon a time, there were lovers created by something that did not love.
 "Once upon a time, when all of civilization was a single galaxy and a single star: and a single planet, a place called Earth.
 "Long ago, and far away, ever so long ago."

	Sequence: Metaethics
	Whither Moral Progress?	Could Anything Be Right?
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Rationality Quotes 27
Eliezer Yudkowsky, 22 February 2009 01:55AM
"Believing this statement will make you happier."
        -- Ryan Lortie
 "Make changes based on your strongest opportunities, not your most convenient ones."
        -- MegaTokyo 
 "The mind is a cruel, lying, unreliable bastard that can't be trusted with even an ounce of responsibility.  If you were dating the mind, all your friends would take you aside, and tell you that you can really do better, and being alone isn't all that bad, anyway.  If you hired the mind as a babysitter, you would come home to find all but one of your children in critical condition, and the remaining one crowned 'King of the Pit'."
         -- Lore Sjoberg
 "Getting bored is a non-trivial cerebral transformation that doubtlessly took many millions of years for nature to perfect."
        -- Lee Corbin
 "The views expressed here do not necessarily represent the unanimous view of all parts of my mind."
        -- Malcolm McMahon
 
 "The boundary between these two classes is more porous than I've made it sound.  I'm always running into regular dudes--construction workers, auto mechanics, taxi drivers, galoots in general--who were largely aliterate until something made it necessary for them to become readers and start actually thinking about things.  Perhaps they had to come to grips with alcoholism, perhaps they got sent to jail, or came down with a disease, or suffered a crisis in religious faith, or simply got bored.  Such people can get up to speed on particular subjects quite rapidly.  Sometimes their lack of a broad education makes them over-apt to go off on intellectual wild goose chases, but, hey, at least a wild goose chase gives you some exercise."
        -- Neal Stephenson, In the Beginning was the Command Line

Original with comments: Rationality Quotes 27
The Beauty of Settled Science
Eliezer Yudkowsky, 24 March 2008 05:30AM
Followup to:  Joy in Discovery, The Simple Math of Everything
 Facts do not need to be unexplainable, to be beautiful; truths do not become less worth learning, if someone else knows them; beliefs do not become less worthwhile, if many others share them...
 ...and if you only care about scientific issues that are controversial, you will end up with a head stuffed full of garbage.
 The media thinks that only the cutting edge of science is worth reporting on.  How often do you see headlines like "General Relativity still governing planetary orbits" or "Phlogiston theory remains false"?  So, by the time anything is solid science, it is no longer a breaking headline.  "Newsworthy" science is often based on the thinnest of evidence and wrong half the time - if it were not on the uttermost fringes of the scientific frontier, it would not be breaking news.
 Scientific controversies are problems so difficult that even people who've spent years mastering the field can still fool themselves.  That's what makes for the heated arguments that attract all the media attention.
 Worse, if you aren't in the field and part of the game, controversies aren't even fun.
Oh, sure, you can have the fun of picking a side in an argument.  But you can get that in any football game.  That's not what the fun of science is about.
 Reading a well-written textbook, you get:  Carefully phrased explanations for incoming students, math derived step by step (where applicable), plenty of experiments cited as illustration (where applicable), test problems on which to display your new mastery, and a reasonably good guarantee that what you're learning is actually true.
 Reading press releases, you usually get:  Fake explanations that convey nothing except the delusion of understanding of a result that the press release author didn't understand and that probably has a better-than-even chance of failing to replicate.
Modern science is built on discoveries, built on discoveries, built on discoveries, and so on, all the way back to people like Archimedes, who discovered facts like why boats float, that can make sense even if you don't know about other discoveries.  A good place to start traveling that road is at the beginning.
 Don't be embarrassed to read elementary science textbooks, either.  If you want to pretend to be sophisticated, go find a play to sneer at.  If you just want to have fun, remember that simplicity is at the core of scientific beauty.
And thinking you can jump right into the frontier, when you haven't learned the settled science, is like...
 ...like trying to climb only the top half of Mount Everest (which is the only part that interests you) by standing at the base of the mountain, bending your knees, and jumping really hard (so you can pass over the boring parts).
 Now I'm not saying that you should never pay attention to scientific controversies.  If 40% of oncologists think that white socks cause cancer, and the other 60% violently disagree, this is an important fact to know.
 Just don't go thinking that science has to be controversial to be interesting.
 Or, for that matter, that science has to be recent to be interesting.  A steady diet of science news is bad for you:  You are what you eat, and if you eat only science reporting on fluid situations, without a solid textbook now and then, your brain will turn to liquid.

	Sequence: Joy in the Merely Real
	Mundane Magic	Amazing Breakthrough Day: April 1st
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Life's Story Continues
Eliezer Yudkowsky, 21 November 2008 11:05PM
Followup to:  The First World Takeover
 As last we looked at the planet, Life's long search in organism-space had only just gotten started.
 When I try to structure my understanding of the unfolding process of Life, it seems to me that, to understand the optimization velocity at any given point, I want to break down that velocity using the following abstractions:
 	The searchability of the neighborhood of the current location, and the availability of good/better alternatives in that rough region.  Maybe call this the optimization slope.  Are the fruit low-hanging or high-hanging, and how large are the fruit?
 	The optimization resources, like the amount of computing power available to a fixed program, or the number of individuals in a population pool.
 	The optimization efficiency, a curve that gives the amount of searchpower generated by a given investiture of resources, which is presumably a function of the optimizer's structure at that point in time.

Example:  If an object-level adaptation enables more efficient extraction of resources, and thereby increases the total population that can be supported by fixed available resources, then this increases the optimization resources and perhaps the optimization velocity.
 How much does optimization velocity increase - how hard does this object-level innovation hit back to the meta-level?
 If a population is small enough that not all mutations are occurring in each generation, then a larger population decreases the time for a given mutation to show up.  If the fitness improvements offered by beneficial mutations follow an exponential distribution, then - I'm not actually doing the math here, just sort of eyeballing - I would expect the optimization velocity to go as log population size, up to a maximum where the search neighborhood is explored thoroughly.  (You could test this in the lab, though not just by eyeballing the fossil record.)
 This doesn't mean all optimization processes would have a momentary velocity that goes as the log of momentary resource investment up to a maximum.  Just one mode of evolution would have this character.  And even under these assumptions, evolution's cumulative optimization wouldn't go as log of cumulative resources - the log-pop curve is just the instantaneous velocity.  If we assume that the variance of the neighborhood remains the same over the course of exploration (good points have better neighbors with same variance ad infinitum), and that the population size remains the same, then we should see linearly cumulative optimization over time.  At least until we start to hit the information bound on maintainable genetic information...
 These are the sorts of abstractions that I think are required to describe the history of life on Earth in terms of optimization.  And I also think that if you don't talk optimization, then you won't be able to understand the causality - there'll just be these mysterious unexplained progress modes that change now and then.  In the same way you have to talk natural selection to understand observed evolution, you have to talk optimization velocity to understand observed evolutionary speeds.
 The first thing to realize is that meta-level changes are rare, so most of what we see in the historical record will be structured by the search neighborhoods - the way that one innovation opens up the way for additional innovations.  That's going to be most of the story, not because meta-level innovations are unimportant, but because they are rare.
 In "Eliezer's Meta-Level Determinism", Robin lists the following dramatic events traditionally noticed in the fossil record:
Any Cells, Filamentous Prokaryotes, Unicellular Eukaryotes, Sexual Eukaryotes, Metazoans

And he describes "the last three strong transitions" as:
Humans, farming, and industry

So let me describe what I see when I look at these events, plus some others, through the lens of my abstractions:
 Cells:  Force a set of genes, RNA strands, or catalytic chemicals to share a common reproductive fate.  (This is the real point of the cell boundary, not "protection from the environment" - it keeps the fruits of chemical labor inside a spatial boundary.)  But, as we've defined our abstractions, this is mostly a matter of optimization slope - the quality of the search neighborhood.  The advent of cells opens up a tremendously rich new neighborhood defined by specialization and division of labor.  It also increases the slope by ensuring that chemicals get to keep the fruits of their own labor in a spatial boundary, so that fitness advantages increase.  But does it hit back to the meta-level?  How you define that seems to me like a matter of taste.  Cells don't quite change the mutate-reproduce-select cycle.  But if we're going to define sexual recombination as a meta-level innovation, then we should also define cellular isolation as a meta-level innovation.
 It's worth noting that modern genetic algorithms have not, to my knowledge, reached anything like the level of intertwined complexity that characterizes modern unicellular organisms.  Modern genetic algorithms seem more like they're producing individual chemicals, rather than being able to handle individually complex modules.  So the cellular transition may be a hard one.
 DNA:  I haven't yet looked up the standard theory on this, but I would sorta expect it to come after cells, since a ribosome seems like the sort of thing you'd have to keep around in a defined spatial location.  DNA again opens up a huge new search neighborhood by separating the functionality of chemical shape from the demands of reproducing the pattern.  Maybe we should rule that anything which restructures the search neighborhood this drastically should count as a hit back to the meta-level.  (Whee, our abstractions are already breaking down.)  Also, DNA directly hits back to the meta-level by carrying information at higher fidelity, which increases the total storable information.
 Filamentous prokaryotes, unicellular eukaryotes:  Meh, so what.
 Sex:  The archetypal example of a rare meta-level innovation.  Evolutionary biologists still puzzle over how exactly this one managed to happen.
 Metazoans:  The key here is not cells aggregating into colonies with similar genetic heritages; the key here is the controlled specialization of cells with an identical genetic heritage.  This opens up a huge new region of the search space, but does not particularly change the nature of evolutionary optimization.
 Note that opening a sufficiently huge gate in the search neighborhood, may result in a meta-level innovation being uncovered shortly thereafter.  E.g. if cells make ribosomes possible.  One of the main lessons in this whole history is that one thing leads to another.
 Neurons, for example, may have been the key enabling factor in enabling large-motile-animal body plans, because they enabled one side of the organism to talk with the other.
 This brings us to the age of brains, which will be the topic of the next post.
 But in the meanwhile, I just want to note that my view is nothing as simple as "meta-level determinism" or "the impact of something is proportional to how meta it is; non-meta things must have small impacts".  Nothing much meta happened between the age of sexual metazoans and the age of humans - brains were getting more sophisticated over that period, but that didn't change the nature of evolution.
 Some object-level innovations are small, some are medium-sized, some are huge.  It's no wonder if you look at the historical record and see a Big Innovation that doesn't look the least bit meta, but had a huge impact by itself and led to lots of other innovations by opening up a new neighborhood picture of search space.  This is allowed.  Why wouldn't it be?
 You can even get exponential acceleration without anything meta - if, for example, the more knowledge you have, or the more genes you have, the more opportunities you have to make good improvements to them.  Without any increase in optimization pressure, the neighborhood gets higher-sloped as you climb it.
 My thesis is more along the lines of, "If this is the picture without recursion, just imagine what's going to happen when we add recursion."
 To anticipate one possible objection:  I don't expect Robin to disagree that modern civilizations underinvest in meta-level improvements because they take time to yield cumulative effects, are new things that don't have certain payoffs, and worst of all, tend to be public goods.  That's why we don't have billions of dollars flowing into prediction markets, for example.  I, Robin, or Michael Vassar could probably think for five minutes and name five major probable-big-win meta-level improvements that society isn't investing in.

 So if meta-level improvements are rare in the fossil record, it's not necessarily because it would be hard to improve on evolution, or because meta-level improving doesn't accomplish much.  Rather, evolution doesn't do anything because it will have a long-term payoff a thousand generations later.  Any meta-level improvement also has to grant an object-level fitness advantage in, say, the next two generations, or it will go extinct.  This is why we can't solve the puzzle of how sex evolved by pointing directly to how it speeds up evolution.  "This speeds up evolution" is just not a valid reason for something to evolve.
 Any creative evolutionary biologist could probably think for five minutes and come up with five great ways that evolution could have improved on evolution - but which happen to be more complicated than the wheel, which evolution evolved on only three known occasions - or don't happen to grant an immediate fitness benefit to a handful of implementers.
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What I Think, If Not Why
Eliezer Yudkowsky, 11 December 2008 05:41PM
Reply to:  Two Visions Of Heritage
Though it really goes tremendously against my grain - it feels like sticking my neck out over a cliff (or something) - I guess I have no choice here but to try and make a list of just my positions, without justifying them.  We can only talk justification, I guess, after we get straight what my positions are.  I will also leave off many disclaimers to present the points compactly enough to be remembered.
• A well-designed mind should be much more efficient than a human, capable of doing more with less sensory data and fewer computing operations.  It is not infinitely efficient and does not use zero data.  But it does use little enough that local pipelines such as a small pool of programmer-teachers and, later, a huge pool of e-data, are sufficient.
• An AI that reaches a certain point in its own development becomes able to (sustainably, strongly) improve itself.  At this point, recursive cascades slam over many internal growth curves to near the limits of their current hardware, and the AI undergoes a vast increase in capability.  This point is at, or probably considerably before, a minimally transhuman mind capable of writing its own AI-theory textbooks - an upper bound beyond which it could swallow and improve its entire design chain.
• It is likely that this capability increase or "FOOM" has an intrinsic maximum velocity that a human would regard as "fast" if it happens at all.  A human week is ~1e15 serial operations for a population of 2GHz cores, and a century is ~1e19 serial operations; this whole range is a narrow window.  However, the core argument does not require one-week speed and a FOOM that takes two years (~1e17 serial ops) will still carry the weight of the argument.
 
  

• The default case of FOOM is an unFriendly AI, built by researchers with shallow insights.  This AI becomes able to improve itself in a haphazard way, makes various changes that are net improvements but may introduce value drift, and then gets smart enough to do guaranteed self-improvement, at which point its values freeze (forever).
• The desired case of FOOM is a Friendly AI, built using deep insight, so that the AI never makes any changes to itself that potentially change its internal values; all such changes are guaranteed using strong techniques that allow for a billion sequential self-modifications without losing the guarantee.  The guarantee is written over the AI's internal search criterion for actions, rather than external consequences.
• The good guys do not write an AI which values a bag of things that the programmers think are good ideas, like libertarianism or socialism or making people happy or whatever.  There were multiple Overcoming Bias sequences about this one point, like the Fake Utility Function sequence and the sequence on metaethics.  It is dealt with at length in the document Coherent *Extrapolated* Volition. 
It is the first thing, the last thing, and the middle thing that I say about Friendly AI.  I have said it over and over.  I truly do not understand how anyone can pay any attention to anything I have said on this subject, and come away with the impression that I think programmers are supposed to directly impress their non-meta personal philosophies onto a Friendly AI.
• The good guys do not directly impress their personal values onto a Friendly AI.

• Actually setting up a Friendly AI's values is an extremely meta operation, less "make the AI want to make people happy" and more like "superpose the possible reflective equilibria of the whole human species, and output new code that overwrites the current AI and has the most coherent support within that superposition".  This actually seems to be something of a Pons Asinorum in FAI - the ability to understand and endorse metaethical concepts that do not directly sound like amazing wonderful happy ideas.  Describing this as declaring total war on the rest of humanity, does not seem fair (or accurate).
• I myself am strongly individualistic:  The most painful memories in my life have been when other people thought they knew better than me, and tried to do things on my behalf.  It is also a known principle of hedonic psychology that people are happier when they're steering their own lives and doing their own interesting work.  When I try myself to visualize what a beneficial superintelligence ought to do, it consists of setting up a world that works by better rules, and then fading into the background, silent as the laws of Nature once were; and finally folding up and vanishing when it is no longer needed.  But this is only the thought of my mind that is merely human, and I am barred from programming any such consideration directly into a Friendly AI, for the reasons given above.
• Nonetheless, it does seem to me that this particular scenario could not be justly described as "a God to rule over us all", unless the current fact that humans age and die is "a malevolent God to rule us all".  So either Robin has a very different idea about what human reflective equilibrium values are likely to look like; or Robin believes that the Friendly AI project is bound to fail in such way as to create a paternalistic God; or - and this seems more likely to me - Robin didn't read all the way through all the blog posts in which I tried to explain all the ways that this is not how Friendly AI works.
• Friendly AI is technically difficult and requires an extra-ordinary effort on multiple levels.  English sentences like "make people happy" cannot describe the values of a Friendly AI.  Testing is not sufficient to guarantee that values have been successfully transmitted.
• White-hat AI researchers are distinguished by the degree to which they understand that a single misstep could be fatal, and can discriminate strong and weak assurances.  Good intentions are not only common, they're cheap.  The story isn't about good versus evil, it's about people trying to do the impossible versus others who... aren't.
• Intelligence is about being able to learn lots of things, not about knowing lots of things.  Intelligence is especially not about tape-recording lots of parsed English sentences a la Cyc.  Old AI work was poorly focused due to inability to introspectively see the first and higher derivatives of knowledge; human beings have an easier time reciting sentences than reciting their ability to learn.
• Intelligence is mostly about architecture, or "knowledge" along the lines of knowing to look for causal structure (Bayes-net type stuff) in the environment; this kind of knowledge will usually be expressed procedurally as well as declaratively.  Architecture is mostly about deep insights.  This point has not yet been addressed (much) on Overcoming Bias, but Bayes nets can be considered as an archetypal example of "architecture" and "deep insight".  Also, ask yourself how lawful intelligence seemed to you before you started reading this blog, how lawful it seems to you now, then extrapolate outward from that.
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Dissolving the Question
Eliezer Yudkowsky, 08 March 2008 03:17AM
Followup to:  How an Algorithm Feels From the Inside, Feel the Meaning, Replace the Symbol with the Substance
 "If a tree falls in the forest, but no one hears it, does it make a sound?"
 I didn't answer that question.  I didn't pick a position, "Yes!" or "No!", and defend it.  Instead I went off and deconstructed the human algorithm for processing words, even going so far as to sketch an illustration of a neural network.  At the end, I hope, there was no question left - not even the feeling of a question.
 Many philosophers - particularly amateur philosophers, and ancient philosophers - share a dangerous instinct:  If you give them a question, they try to answer it.
 Like, say, "Do we have free will?"
 The dangerous instinct of philosophy is to marshal the arguments in favor, and marshal the arguments against, and weigh them up, and publish them in a prestigious journal of philosophy, and so finally conclude:  "Yes, we must have free will," or "No, we cannot possibly have free will."
 Some philosophers are wise enough to recall the warning that most philosophical disputes are really disputes over the meaning of a word, or confusions generated by using different meanings for the same word in different places.  So they try to define very precisely what they mean by "free will", and then ask again, "Do we have free will?  Yes or no?"
 A philosopher wiser yet, may suspect that the confusion about "free will" shows the notion itself is flawed.  So they pursue the Traditional Rationalist course:  They argue that "free will" is inherently self-contradictory, or meaningless because it has no testable consequences.  And then they publish these devastating observations in a prestigious philosophy journal.
 But proving that you are confused may not make you feel any less confused.  Proving that a question is meaningless may not help you any more than answering it.
 
 The philosopher's instinct is to find the most defensible position, publish it, and move on.  But the "naive" view, the instinctive view, is a fact about human psychology.  You can prove that free will is impossible until the Sun goes cold, but this leaves an unexplained fact of cognitive science:  If free will doesn't exist, what goes on inside the head of a human being who thinks it does?  This is not a rhetorical question!
 It is a fact about human psychology that people think they have free will.  Finding a more defensible philosophical position doesn't change, or explain, that psychological fact.  Philosophy may lead you to reject the concept, but rejecting a concept is not the same as understanding the cognitive algorithms behind it.
 You could look at the Standard Dispute over "If a tree falls in the forest, and no one hears it, does it make a sound?", and you could do the Traditional Rationalist thing:  Observe that the two don't disagree on any point of anticipated experience, and triumphantly declare the argument pointless.  That happens to be correct in this particular case; but, as a question of cognitive science, why did the arguers make that mistake in the first place?
 The key idea of the heuristics and biases program is that the mistakes we make, often reveal far more about our underlying cognitive algorithms than our correct answers.  So (I asked myself, once upon a time) what kind of mind design corresponds to the mistake of arguing about trees falling in deserted forests?
 The cognitive algorithms we use, are the way the world feels.  And these cognitive algorithms may not have a one-to-one correspondence with reality - not even macroscopic reality, to say nothing of the true quarks.  There can be things in the mind that cut skew to the world.
 For example, there can be a dangling unit in the center of a neural network, which does not correspond to any real thing, or any real property of any real thing, existent anywhere in the real world.  This dangling unit is often useful as a shortcut in computation, which is why we have them.  (Metaphorically speaking.  Human neurobiology is surely far more complex.)
 This dangling unit feels like an unresolved question, even after every answerable query is answered.  No matter how much anyone proves to you that no difference of anticipated experience depends on the question, you're left wondering:  "But does the falling tree really make a sound, or not?"
 But once you understand in detail how your brain generates the feeling of the question - once you realize that your feeling of an unanswered question, corresponds to an illusory central unit wanting to know whether it should fire, even after all the edge units are clamped at known values - or better yet, you understand the technical workings of Naive Bayes - then you're done.  Then there's no lingering feeling of confusion, no vague sense of dissatisfaction.
 If there is any lingering feeling of a remaining unanswered question, or of having been fast-talked into something, then this is a sign that you have not dissolved the question.  A vague dissatisfaction should be as much warning as a shout.  Really dissolving the question doesn't leave anything behind.
 A triumphant thundering refutation of free will, an absolutely unarguable proof that free will cannot exist, feels very satisfying - a grand cheer for the home team.    And so you may not notice that - as a point of cognitive science - you do not have a full and satisfactory descriptive explanation of how each intuitive sensation arises, point by point.
 You may not even want to admit your ignorance, of this point of cognitive science, because that would feel like a score against Your Team.  In the midst of smashing all foolish beliefs of free will, it would seem like a concession to the opposing side to concede that you've left anything unexplained.
 And so, perhaps, you'll come up with a just-so evolutionary-psychological argument that hunter-gatherers who believed in free will, were more likely to take a positive outlook on life, and so outreproduce other hunter-gatherers - to give one example of a completely bogus explanation.  If you say this, you are arguing that the brain generates an illusion of free will - but you are not explaining how.  You are trying to dismiss the opposition by deconstructing its motives - but in the story you tell, the illusion of free will is a brute fact.  You have not taken the illusion apart to see the wheels and gears.
 Imagine that in the Standard Dispute about a tree falling in a deserted forest, you first prove that no difference of anticipation exists, and then go on to hypothesize, "But perhaps people who said that arguments were meaningless were viewed as having conceded, and so lost social status, so now we have an instinct to argue about the meanings of words."  That's arguing that or explaining why a confusion exists.  Now look at the neural network structure in Feel the Meaning.  That's explaining how, disassembling the confusion into smaller pieces which are not themselves confusing.  See the difference?
 Coming up with good hypotheses about cognitive algorithms (or even hypotheses that hold together for half a second) is a good deal harder than just refuting a philosophical confusion.  Indeed, it is an entirely different art.  Bear this in mind, and you should feel less embarrassed to say, "I know that what you say can't possibly be true, and I can prove it.  But I cannot write out a flowchart which shows how your brain makes the mistake, so I'm not done yet, and will continue investigating."
 I say all this, because it sometimes seems to me that at least 20% of the real-world effectiveness of a skilled rationalist comes from not stopping too early.  If you keep asking questions, you'll get to your destination eventually.  If you decide too early that you've found an answer, you won't.
 The challenge, above all, is to notice when you are confused - even if it just feels like a little tiny bit of confusion - and even if there's someone standing across from you, insisting that humans have free will, and smirking at you, and the fact that you don't know exactly how the cognitive algorithms work, has nothing to do with the searing folly of their position...
 But when you can lay out the cognitive algorithm in sufficient detail that you can walk through the thought process, step by step, and describe how each intuitive perception arises - decompose the confusion into smaller pieces not themselves confusing - then you're done.
 So be warned that you may believe you're done, when all you have is a mere triumphant refutation of a mistake.
 But when you're really done, you'll know you're done.   Dissolving the question is an unmistakable feeling - once you experience it, and, having experienced it, resolve not to be fooled again.  Those who dream do not know they dream, but when you wake you know you are awake.
 Which is to say:  When you're done, you'll know you're done, but unfortunately the reverse implication does not hold.
 So here's your homework problem:  What kind of cognitive algorithm, as felt from the inside, would generate the observed debate about "free will"?
 Your assignment is not to argue about whether people have free will, or not.
 Your assignment is not to argue that free will is compatible with determinism, or not.
 Your assignment is not to argue that the question is ill-posed, or that the concept is self-contradictory, or that it has no testable consequences.
 You are not asked to invent an evolutionary explanation of how people who believed in free will would have reproduced; nor an account of how the concept of free will seems suspiciously congruent with bias X.  Such are mere attempts to explain why people believe in "free will", not explain how.
 Your homework assignment is to write a stack trace of the internal algorithms of the human mind as they produce the intuitions that power the whole damn philosophical argument.
 This is one of the first real challenges I tried as an aspiring rationalist, once upon a time.  One of the easier conundrums, relatively speaking.  May it serve you likewise.

	Sequence: Reductionism
		Wrong Questions
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Selling Nonapples
Eliezer Yudkowsky, 13 November 2008 08:10PM
Previously in series:  Worse Than Random
 A tale of two architectures...
 Once upon a time there was a man named Rodney Brooks, who could justly be called the King of Scruffy Robotics.  (Sample paper titles:  "Fast, Cheap, and Out of Control", "Intelligence Without Reason").  Brooks invented the "subsumption architecture" - robotics based on many small modules, communicating asynchronously and without a central world-model or central planning, acting by reflex, responding to interrupts.  The archetypal example is the insect-inspired robot that lifts its leg higher when the leg encounters an obstacle - it doesn't model the obstacle, or plan how to go around it; it just lifts its leg higher.
 In Brooks's paradigm - which he labeled nouvelle AI - intelligence emerges from "situatedness".  One speaks not of an intelligent system, but rather the intelligence that emerges from the interaction of the system and the environment.
 And Brooks wrote a programming language, the behavior language, to help roboticists build systems in his paradigmatic subsumption architecture - a language that includes facilities for asynchronous communication in networks of reflexive components, and programming finite state machines.
 My understanding is that, while there are still people in the world who speak with reverence of Brooks's subsumption architecture, it's not used much in commercial systems on account of being nearly impossible to program.
 Once you start stacking all these modules together, it becomes more and more difficult for the programmer to decide that, yes, an asynchronous local module which raises the robotic leg higher when it detects a block, and meanwhile sends asynchronous signal X to module Y, will indeed produce effective behavior as the outcome of the whole intertwined system whereby intelligence emerges from interaction with the environment...
 Asynchronous parallel decentralized programs are harder to write.  And it's not that they're a better, higher form of sorcery that only a few exceptional magi can use.  It's more like the difference between the two business plans, "sell apples" and "sell nonapples".
 
 One noteworthy critic of Brooks's paradigm in general, and subsumption architecture in particular, is a fellow by the name of Sebastian Thrun.
 You may recall the 2005 DARPA Grand Challenge for the driverless cars.  How many ways was this a fair challenge according to the tenets of Scruffydom?  Let us count the ways:
 	The challenge took place in the real world, where sensors are imperfect, random factors intervene, and macroscopic physics is only approximately lawful.
 	The challenge took place outside the laboratory - not even on paved roads, but 212km of desert.
 	The challenge took place in real time - continuous perception, continuous action, using only computing power that would fit on a car.
 	The teams weren't told the specific race course until 2 hours before the race.
 	You could write the code any way you pleased, so long as it worked.
 	The challenge was competitive:  The prize went to the fastest team that completed the race.  Any team which, for ideological reasons, preferred elegance to speed - any team which refused to milk every bit of performance out of their systems - would surely lose to a less principled competitor.
 
And the winning team was Stanley, the Stanford robot, built by a team led by Sebastian Thrun.
 How did he do it?  If I recall correctly, Thrun said that the key was being able to integrate probabilistic information from many different sensors, using a common representation of uncertainty.  This is likely code for "we used Bayesian methods", at least if "Bayesian methods" is taken to include algorithms like particle filtering.
 And to heavily paraphrase and summarize some of Thrun's criticisms of Brooks's subsumption architecture:
 Robotics becomes pointlessly difficult if, for some odd reason, you insist that there be no central model and no central planning.
 Integrating data from multiple uncertain sensors is a lot easier if you have a common probabilistic representation.  Likewise, there are many potential tasks in robotics - in situations as simple as navigating a hallway - when you can end up in two possible situations that look highly similar and have to be distinguished by reasoning about the history of the trajectory.
 To be fair, it's not as if the subsumption architecture has never made money.  Rodney Brooks is the founder of iRobot, and I understand that the Roomba uses the subsumption architecture.  The Roomba has no doubt made more money than was won in the DARPA Grand Challenge... though the Roomba might not seem quite as impressive...
 But that's not quite today's point.
 Earlier in his career, Sebastian Thrun also wrote a programming language for roboticists.  Thrun's language was named CES, which stands for C++ for Embedded Systems.
 CES is a language extension for C++.  Its types include probability distributions, which makes it easy for programmers to manipulate and combine multiple sources of uncertain information.  And for differentiable variables - including probabilities - the language enables automatic optimization using techniques like gradient descent.  Programmers can declare 'gaps' in the code to be filled in by training cases:  "Write me this function."
 As a result, Thrun was able to write a small, corridor-navigating mail-delivery robot using 137 lines of code, and this robot required less than 2 hours of training.  As Thrun notes, "Comparable systems usually require at least two orders of magnitude more code and are considerably more difficult to implement."  Similarly, a 5,000-line robot localization algorithm was reimplemented in 52 lines.
 Why can't you get that kind of productivity with the subsumption architecture?  Scruffies, ideologically speaking, are supposed to believe in learning - it's only those evil logical Neats who try to program everything into their AIs in advance.  Then why does the subsumption architecture require so much sweat and tears from its programmers?
 Suppose that you're trying to build a wagon out of wood, and unfortunately, the wagon has a problem, which is that it keeps catching on fire.  Suddenly, one of the wagon-workers drops his wooden beam.  His face lights up.  "I have it!" he says.  "We need to build this wagon from nonwood materials!"
 You stare at him for a bit, trying to get over the shock of the new idea; finally you ask, "What kind of nonwood materials?"
 The wagoneer hardly hears you.  "Of course!" he shouts.  "It's all so obvious in retrospect!  Wood is simply the wrong material for building wagons!  This is the dawn of a new era - the nonwood era - of wheels, axles, carts all made from nonwood!  Not only that, instead of taking apples to market, we'll take nonapples!  There's a huge market for nonapples - people buy far more nonapples than apples - we should have no trouble selling them!  It will be the era of the nouvelle wagon!"
 The set "apples" is much narrower than the set "not apples".  Apples form a compact cluster in thingspace, but nonapples vary much more widely in price, and size, and use.  When you say to build a wagon using "wood", you're giving much more concrete advice than when you say "not wood".  There are different kinds of wood, of course - but even so, when you say "wood", you've narrowed down the range of possible building materials a whole lot more than when you say "not wood".
 In the same fashion, "asynchronous" - literally "not synchronous" - is a much larger design space than "synchronous".  If one considers the space of all communicating processes, then synchrony is a very strong constraint on those processes.  If you toss out synchrony, then you have to pick some other method for preventing communicating processes from stepping on each other - synchrony is one way of doing that, a specific answer to the question.
 Likewise "parallel processing" is a much huger design space than "serial processing", because serial processing is just a special case of parallel processing where the number of processors happens to be equal to 1.  "Parallel processing" reopens all sorts of design choices that are premade in serial processing.  When you say "parallel", it's like stepping out of a small cottage, into a vast and echoing country.  You have to stand someplace specific, in that country - you can't stand in the whole place, in the noncottage.
 So when you stand up and shout:  "Aha!  I've got it!  We've got to solve this problem using asynchronous processes!", it's like shouting, "Aha!  I've got it!  We need to build this wagon out of nonwood!  Let's go down to the market and buy a ton of nonwood from the nonwood shop!"  You've got to choose some specific alternative to synchrony.
 Now it may well be that there are other building materials in the universe than wood.  It may well be that wood is not the best building material.  But you still have to come up with some specific thing to use in its place, like iron.  "Nonwood" is not a building material, "sell nonapples" is not a business strategy, and "asynchronous" is not a programming architecture.
 And this is strongly reminiscent of - arguably a special case of - the dilemma of inductive bias.  There's a tradeoff between the strength of the assumptions you make, and how fast you learn.  If you make stronger assumptions, you can learn faster when the environment matches those assumptions well, but you'll learn correspondingly more slowly if the environment matches those assumptions poorly.  If you make an assumption that lets you learn faster in one environment, it must always perform more poorly in some other environment.  Such laws are known as the "no-free-lunch" theorems, and the reason they don't prohibit intelligence entirely is that the real universe is a low-entropy special case.
 Programmers have a phrase called the "Turing Tarpit"; it describes a situation where everything is possible, but nothing is easy.  A Universal Turing Machine can simulate any possible computer, but only at an immense expense in time and memory.  If you program in a high-level language like Python, then - while most programming tasks become much simpler - you may occasionally find yourself banging up against the walls imposed by the programming language; sometimes Python won't let you do certain things.  If you program directly in machine language, raw 1s and 0s, there are no constraints; you can do anything that can possibly be done by the computer chip; and it will probably take you around a thousand times as much time to get anything done.  You have to do, all by yourself, everything that a compiler would normally do on your behalf.
 Usually, when you adopt a program architecture, that choice takes work off your hands.  If I use a standard container library - lists and arrays and hashtables - then I don't need to decide how to implement a hashtable, because that choice has already been made for me.
 Adopting the subsumption paradigm means losing order, instead of gaining it.  The subsumption architecture is not-synchronous, not-serial, and not-centralized.  It's also not-knowledge-modelling and not-planning.
 This absence of solution implies an immense design space, and it requires a correspondingly immense amount of work by the programmers to reimpose order.  Under the subsumption architecture, it's the programmer who decides to add an asynchronous local module which detects whether a robotic leg is blocked, and raises it higher.  It's the programmer who has to make sure that this behavior plus other module behaviors all add up to an (ideologically correct) emergent intelligence.  The lost structure is not replaced.  You just get tossed into the Turing Tarpit, the space of all other possible programs.
 On the other hand, CES creates order; it adds the structure of probability distributions and gradient optimization.  This narrowing of the design space takes so much work off your hands that you can write a learning robot in 137 lines (at least if you happen to be Sebastian Thrun).
 The moral:
 Quite a few AI architectures aren't.
 If you want to generalize, quite a lot of policies aren't.
 They aren't choices.  They're just protests.
 Added:  Robin Hanson says, "Economists have to face this in spades. So many people say standard econ has failed and the solution is to do the opposite - non-equilibrium instead of equilibrium, non-selfish instead of selfish, non-individual instead of individual, etc."  It seems that selling nonapples is a full-blown Standard Iconoclast Failure Mode.

Referenced by: Reversed Stupidity Is Not Intelligence • The Nature of Logic
Original with comments: Selling Nonapples
The Sacred Mundane
Eliezer Yudkowsky, 25 March 2009 09:53AM
Followup to:  Is Humanism a Religion-Substitute?
 So I was reading (around the first half of) Adam Frank's The Constant Fire, in preparation for my Bloggingheads dialogue with him.  Adam Frank's book is about the experience of the sacred.  I might not usually call it that, but of course I know the experience Frank is talking about.  It's what I feel when I watch a video of a space shuttle launch; or what I feel - to a lesser extent, because in this world it is too common - when I look up at the stars at night, and think about what they mean.  Or the birth of a child, say.  That which is significant in the Unfolding Story.
 Adam Frank holds that this experience is something that science holds deeply in common with religion.  As opposed to e.g. being a basic human quality which religion corrupts.
 The Constant Fire quotes William James's The Varieties of Religious Experience as saying:
  Religion... shall mean for us the feelings, acts, and experiences of individual men in their solitude; so far as they apprehend themselves to stand in relation to whatever they may consider the divine.
 
 And this theme is developed further:  Sacredness is something intensely private and individual.
 Which completely nonplussed me.  Am I supposed to not have any feeling of sacredness if I'm one of many people watching the video of SpaceShipOne winning the X-Prize?  Why not?  Am I supposed to think that my experience of sacredness has to be somehow different from that of all the other people watching?  Why, when we all have the same brain design?  Indeed, why would I need to believe I was unique?  (But "unique" is another word Adam Frank uses; so-and-so's "unique experience of the sacred".)  Is the feeling private in the same sense that we have difficulty communicating any experience?  Then why emphasize this of sacredness, rather than sneezing?
 The light came on when I realized that I was looking at a trick of Dark Side Epistemology - if you make something private, that shields it from criticism.  You can say, "You can't criticize me, because this is my private, inner experience that you can never access to question it."
 But the price of shielding yourself from criticism is that you are cast into solitude - the solitude that William James admired as the core of religious experience, as if loneliness were a good thing.
 Such relics of Dark Side Epistemology are key to understanding the many ways that religion twists the experience of sacredness:
 Mysteriousness - why should the sacred have to be mysterious?  A space shuttle launch gets by just fine without being mysterious.  How much less would I appreciate the stars if I did not know what they were, if they were just little points in the night sky?  But if your religious beliefs are questioned - if someone asks, "Why doesn't God heal amputees?" - then you take refuge and say, in a tone of deep profundity, "It is a sacred mystery!"  There are questions that must not be asked, and answers that must not be acknowledged, to defend the lie.  Thus unanswerability comes to be associated with sacredness.  And the price of shielding yourself from criticism is giving up the true curiosity that truly wishes to find answers.  You will worship your own ignorance of the temporarily unanswered questions of your own generation - probably including ones that are already answered.
 Faith - in the early days of religion, when people were more naive, when even intelligent folk actually believed that stuff, religions staked their reputation upon the testimony of miracles in their scriptures.  And Christian archaeologists set forth truly expecting to find the ruins of Noah's Ark.  But when no such evidence was forthcoming, then religion executed what William Bartley called the retreat to commitment, "I believe because I believe!"  Thus belief without good evidence came to be associated with the experience of the sacred.  And the price of shielding yourself from criticism is that you sacrifice your ability to think clearly about that which is sacred, and to progress in your understanding of the sacred, and relinquish mistakes.
 Experientialism - if before you thought that the rainbow was a sacred contract of God with humanity, and then you begin to realize that God doesn't exist, then you may execute a retreat to pure experience - to praise yourself just for feeling such wonderful sensations when you think about God, whether or not God actually exists.  And the price of shielding yourself from criticism is solipsism: your experience is stripped of its referents.  What a terrible hollow feeling it would be to watch a space shuttle rising on a pillar of flame, and say to yourself, "But it doesn't really matter whether the space shuttle actually exists, so long as I feel."
 Separation - if the sacred realm is not subject to ordinary rules of evidence or investigable by ordinary means, then it must be different in kind from the world of mundane matter: and so we are less likely to think of a space shuttle as a candidate for sacredness, because it is a work of merely human hands.  Keats lost his admiration of the rainbow and demoted it to the "dull catalogue of mundane things" for the crime of its woof and texture being known.  And the price of shielding yourself from all ordinary criticism is that you lose the sacredness of all merely real things.
 Privacy - of this I have already spoken.
 Such distortions are why we had best not to try to salvage religion.  No, not even in the form of "spirituality".  Take away the institutions and the factual mistakes, subtract the churches and the scriptures, and you're left with... all this nonsense about mysteriousness, faith, solipsistic experience, private solitude, and discontinuity.
 The original lie is only the beginning of the problem.  Then you have all the ill habits of thought that have evolved to defend it.  Religion is a poisoned chalice, from which we had best not even sip.  Spirituality is the same cup after the original pellet of poison has been taken out, and only the dissolved portion remains - a little less directly lethal, but still not good for you.
 When a lie has been defended for ages upon ages, the true origin of the inherited habits lost in the mists, with layer after layer of undocumented sickness; then the wise, I think, will start over from scratch, rather than trying to selectively discard the original lie while keeping the habits of thought that protected it.  Just admit you were wrong, give up entirely on the mistake, stop defending it at all, stop trying to say you were even a little right, stop trying to save face, just say "Oops!" and throw out the whole thing and begin again.
 That capacity - to really, really, without defense, admit you were entirely wrong - is why religious experience will never be like scientific experience.  No religion can absorb that capacity without losing itself entirely and becoming simple humanity...
 ...to just look up at the distant stars.  Believable without strain, without a constant distracting struggle to fend off your awareness of the counterevidence.  Truly there in the world, the experience united with the referent, a solid part of that unfolding story.  Knowable without threat, offering true meat for curiosity.  Shared in togetherness with the many other onlookers, no need to retreat to privacy.  Made of the same fabric as yourself and all other things.  Most holy and beautiful, the sacred mundane.
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Conditional Independence, and Naive Bayes
Eliezer Yudkowsky, 01 March 2008 01:59AM
Followup to:  Searching for Bayes-Structure 
 Previously I spoke of mutual information between X and Y, I(X;Y), which is the difference between the entropy of the joint probability distribution, H(X,Y) and the entropies of the marginal distributions, H(X) + H(Y).
 I gave the example of a variable X, having eight states 1..8 which are all equally probable if we have not yet encountered any evidence; and a variable Y, with states 1..4, which are all equally probable if we have not yet encountered any evidence.  Then if we calculate the marginal entropies H(X) and H(Y), we will find that X has 3 bits of entropy, and Y has 2 bits.
 However, we also know that X and Y are both even or both odd; and this is all we know about the relation between them.  So for the joint distribution (X,Y) there are only 16 possible states, all equally probable, for a joint entropy of 4 bits.  This is a 1-bit entropy defect, compared to 5 bits of entropy if X and Y were independent.  This entropy defect is the mutual information - the information that X tells us about Y, or vice versa, so that we are not as uncertain about one after having learned the other.
 Suppose, however, that there exists a third variable Z.  Z has two states, "even" and "odd", perfectly correlated to the evenness or oddness of (X,Y).  In fact, we'll suppose that Z is just the question "Are X and Y even or odd?"
 If we have no evidence about X and Y, then Z itself necessarily has 1 bit of entropy on the information given.  There is 1 bit of mutual information between Z and X, and 1 bit of mutual information between Z and Y.  And, as previously noted, 1 bit of mutual information between X and Y.  So how much entropy for the whole system (X,Y,Z)?  You might naively expect that
H(X,Y,Z) = H(X) + H(Y) + H(Z) - I(X;Z) - I(Z;Y) - I(X;Y)

but this turns out not to be the case.
The joint system (X,Y,Z) only has 16 possible states - since Z is just the question "Are X+Y even or odd?" - so H(X,Y,Z) = 4 bits.
 But if you calculate the formula just given, you get
(3 + 2 + 1 - 1 - 1 - 1)bits = 3 bits = WRONG! 

Why?  Because if you have the mutual information between X and Z, and the mutual information between Z and Y, that may include some of the same mutual information that we'll calculate exists between X and Y.  In this case, for example, knowing that X is even tells us that Z is even, and knowing that Z is even tells us that Y is even, but this is the same information that X would tell us about Y.  We double-counted some of our knowledge, and so came up with too little entropy.
 The correct formula is (I believe):
 H(X,Y,Z) = H(X) + H(Y) + H(Z) - I(X;Z) - I(Z;Y) - I(X;Y | Z)

Here the last term, I(X;Y | Z), means, "the information that X tells us about Y, given that we already know Z".  In this case, X doesn't tell us anything about Y, given that we already know Z, so the term comes out as zero - and the equation gives the correct answer.  There, isn't that nice?
 "No," you correctly reply, "for you have not told me how to calculate I(X;Y|Z), only given me a verbal argument that it ought to be zero."
 We calculate I(X;Y|Z) just the way you would expect.  I(X;Y) = H(X) + H(Y) - H(X,Y), so:
I(X;Y|Z) = H(X|Z) + H(Y|Z) - H(X,Y|Z)

And now, I suppose, you want to know how to calculate the conditional entropy?  Well, the original formula for the entropy is:
H(S) = Sum i: p(Si)*-log2(p(Si))

If we then learned a new fact Z0, our remaining uncertainty about S would be:
H(S|Z0) = Sum i: p(Si|Z0)*-log2(p(Si|Z0))

So if we're going to learn a new fact Z, but we don't know which Z yet, then, on average, we expect to be around this uncertain of S afterward:
H(S|Z) = Sum j: (p(Zj) * Sum i: p(Si|Zj)*-log2(p(Si|Zj)))

 And that's how one calculates conditional entropies; from which, in turn, we can get the conditional mutual information.
 There are all sorts of ancillary theorems here, like:
H(X|Y) = H(X,Y) - H(Y)

and
if  I(X;Z) = 0  and  I(Y;X|Z) = 0  then  I(X;Y) = 0

but I'm not going to go into those.
 "But," you ask, "what does this have to do with the nature of words and their hidden Bayesian structure?"
 I am just so unspeakably glad that you asked that question, because I was planning to tell you whether you liked it or not.  But first there are a couple more preliminaries.
 You will remember - yes, you will remember - that there is a duality between mutual information and Bayesian evidence.  Mutual information is positive if and only if the probability of at least some joint events P(x, y) does not equal the product of the probabilities of the separate events P(x)*P(y).  This, in turn, is exactly equivalent to the condition that Bayesian evidence exists between x and y: 
I(X;Y) > 0   =>
P(x,y) != P(x)*P(y)
 P(x,y) / P(y) != P(x)
 P(x|y) != P(x)

If you're conditioning on Z, you just adjust the whole derivation accordingly:
I(X;Y | Z) > 0   =>
P(x,y|z) != P(x|z)*P(y|z)
P(x,y|z) / P(y|z) != P(x|z)
(P(x,y,z) / P(z)) / (P(y, z) / P(z)) != P(x|z)
P(x,y,z) / P(y,z) != P(x|z)
P(x|y,z) != P(x|z)

 Which last line reads "Even knowing Z, learning Y still changes our beliefs about X."
 Conversely, as in our original case of Z being "even" or "odd", Z screens off X from Y - that is, if we know that Z is "even", learning that Y is in state 4 tells us nothing more about whether X is 2, 4, 6, or 8.  Or if we know that Z is "odd", then learning that X is 5 tells us nothing more about whether Y is 1 or 3.  Learning Z has rendered X and Y conditionally independent.
 Conditional independence is a hugely important concept in probability theory - to cite just one example, without conditional independence, the universe would have no structure.
 Today, though, I only intend to talk about one particular kind of conditional independence - the case of a central variable that screens off other variables surrounding it, like a central body with tentacles.
 Let there be five variables U, V, W, X, Y; and moreover, suppose that for every pair of these variables, one variable is evidence about the other.  If you select U and W, for example, then learning U=U1 will tell you something you didn't know before about the probability W=W1.

 An unmanageable inferential mess?  Evidence gone wild?  Not necessarily.
 Maybe U is "Speaks a language", V is "Two arms and ten digits", W is "Wears clothes", X is "Poisonable by hemlock", and Y is "Red blood".  Now if you encounter a thing-in-the-world, that might be an apple and might be a rock, and you learn that this thing speaks Chinese, you are liable to assess a much higher probability that it wears clothes; and if you learn that the thing is not poisonable by hemlock, you will assess a somewhat lower probability that it has red blood.
 Now some of these rules are stronger than others.  There is the case of Fred, who is missing a finger due to a volcano accident, and the case of Barney the Baby who doesn't speak yet, and the case of Irving the IRCBot who emits sentences but has no blood.  So if we learn that a certain thing is not wearing clothes, that doesn't screen off everything that its speech capability can tell us about its blood color.  If the thing doesn't wear clothes but does talk, maybe it's Nude Nellie.
 This makes the case more interesting than, say, five integer variables that are all odd or all even, but otherwise uncorrelated.  In that case, knowing any one of the variables would screen off everything that knowing a second variable could tell us about a third variable.
 But here, we have dependencies that don't go away as soon as we learn just one variable, as the case of Nude Nellie shows.  So is it an unmanageable inferential inconvenience?
 Fear not! for there may be some sixth variable Z, which, if we knew it, really would screen off every pair of variables from each other.  There may be some variable Z - even if we have to construct Z rather than observing it directly - such that:
p(u|v,w,x,y,z) = p(u|z)
p(v|u,w,x,y,z) = p(v|z)
p(w|u,v,x,y,z) = p(w|z)
    ...


 Perhaps, given that a thing is "human", then the probabilities of it speaking, wearing clothes, and having the standard number of fingers, are all independent.  Fred may be missing a finger - but he is no more likely to be a nudist than the next person; Nude Nellie never wears clothes, but knowing this doesn't make it any less likely that she speaks; and Baby Barney doesn't talk yet, but is not missing any limbs.
 This is called the "Naive Bayes" method, because it usually isn't quite true, but pretending that it's true can simplify the living daylights out of your calculations.  We don't keep separate track of the influence of clothed-ness on speech capability given finger number.  We just use all the information we've observed to keep track of the probability that this thingy is a human (or alternatively, something else, like a chimpanzee or robot) and then use our beliefs about the central class to predict anything we haven't seen yet, like vulnerability to hemlock.
 Any observations of U, V, W, X, and Y just act as evidence for the central class variable Z, and then we use the posterior distribution on Z to make any predictions that need making about unobserved variables in U, V, W, X, and Y.
 Sound familiar?  It should:
 [image: Blegg2] 
 As a matter of fact, if you use the right kind of neural network units, this "neural network" ends up exactly, mathematically equivalent to Naive Bayes.  The central unit just needs a logistic threshold - an S-curve response - and the weights of the inputs just need to match the logarithms of the likelihood ratios, etcetera.  In fact, it's a good guess that this is one of the reasons why logistic response often works so well in neural networks - it lets the algorithm sneak in a little Bayesian reasoning while the designers aren't looking.


 Just because someone is presenting you with an algorithm that they call a "neural network" with buzzwords like "scruffy" and "emergent" plastered all over it, disclaiming proudly that they have no idea how the learned network works - well, don't assume that their little AI algorithm really is Beyond the Realms of Logic.  For this paradigm of adhockery , if it works, will turn out to have Bayesian structure; it may even be exactly equivalent to an algorithm of the sort called "Bayesian".
 Even if it doesn't look Bayesian, on the surface.
 And then you just know that the Bayesians are going to start explaining exactly how the algorithm works, what underlying assumptions it reflects, which environmental regularities it exploits, where it works and where it fails, and even attaching understandable meanings to the learned network weights.
 Disappointing, isn't it?
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The "Outside the Box" Box
Eliezer Yudkowsky, 12 October 2007 10:50PM
Whenever someone exhorts you to "think outside the box", they usually, for your convenience, point out exactly where "outside the box" is located.  Isn't it funny how nonconformists all dress the same...
 In Artificial Intelligence, everyone outside the field has a cached result for brilliant new revolutionary AI idea - neural networks, which work just like the human brain!  New AI Idea: complete the pattern:  "Logical AIs, despite all the big promises, have failed to provide real intelligence for decades - what we need are neural networks!"
 This cached thought has been around for three decades.  Still no general intelligence.  But, somehow, everyone outside the field knows that neural networks are the Dominant-Paradigm-Overthrowing New Idea, ever since backpropagation was invented in the 1970s.  Talk about your aging hippies.
 Nonconformist images, by their nature, permit no departure from the norm.  If you don't wear black, how will people know you're a tortured artist?  How will people recognize uniqueness if you don't fit the standard pattern for what uniqueness is supposed to look like?  How will anyone recognize you've got a revolutionary AI concept, if it's not about neural networks?
 
 Another example of the same trope is "subversive" literature, all of which sounds the same, backed up by a tiny defiant league of rebels who control the entire English Department.  As Anonymous asks on Scott Aaronson's blog:
  "Has any of the subversive literature you've read caused you to modify any of your political views?"
 
 Or as Lizard observes:
  "Revolution has already been televised. Revolution has been *merchandised*. Revolution is a commodity, a packaged lifestyle, available at your local mall. $19.95 gets you the black mask, the spray can, the "Crush the Fascists" protest sign, and access to your blog where you can write about the police brutality you suffered when you chained yourself to a fire hydrant.  Capitalism has learned how to sell anti-capitalism."
 
 Many in Silicon Valley have observed that the vast majority of venture capitalists at any given time are all chasing the same Revolutionary Innovation, and it's the Revolutionary Innovation that IPO'd six months ago.  This is an especially crushing observation in venture capital, because there's a direct economic motive to not follow the herd - either someone else is also developing the product, or someone else is bidding too much for the startup.  Steve Jurvetson once told me that at Draper Fisher Jurvetson, only two partners need to agree in order to fund any startup up to $1.5 million.  And if all the partners agree that something sounds like a good idea, they won't do it.  If only grant committees were this sane.
 The problem with originality is that you actually have to think in order to attain it, instead of letting your brain complete the pattern.  There is no conveniently labeled "Outside the Box" to which you can immediately run off.  There's an almost Zen-like quality to it - like the way you can't teach satori in words because satori is the experience of words failing you.  The more you try to follow the Zen Master's instructions in words, the further you are from attaining an empty mind.
 There is a reason, I think, why people do not attain novelty by striving for it.  Properties like truth or good design are independent of novelty:  2 + 2 = 4, yes, really, even though this is what everyone else thinks too.  People who strive to discover truth or to invent good designs, may in the course of time attain creativity.  Not every change is an improvement, but every improvement is a change.
 Every improvement is a change, but not every change is an improvement.  The one who says, "I want to build an original mousetrap!", and not, "I want to build an optimal mousetrap!", nearly always wishes to be perceived as original.  "Originality" in this sense is inherently social, because it can only be determined by comparison to other people.  So their brain simply completes the standard pattern for what is perceived as "original", and their friends nod in agreement and say it is subversive.
 Business books always tell you, for your convenience, where your cheese has been moved to.  Otherwise the readers would be left around saying, "Where is this 'Outside the Box' I'm supposed to go?"
 Actually thinking, like satori, is a wordless act of mind.
 The eminent philosophers of Monty Python said it best of all:
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Devil's Offers
Eliezer Yudkowsky, 25 December 2008 05:00PM
(This post is part of the Fun Theory Sequence.)
Previously in series:  Harmful Options
 An iota of fictional evidence from The Golden Age by John C. Wright:
     Helion had leaned and said, "Son, once you go in there, the full powers and total command structures of the Rhadamanth Sophotech will be at your command.  You will be invested with godlike powers; but you will still have the passions and distempers of a merely human spirit.  There are two temptations which will threaten you.  First, you will be tempted to remove your human weaknesses by abrupt mental surgery.  The Invariants do this, and to a lesser degree, so do the White Manorials, abandoning humanity to escape from pain.  Second, you will be tempted to indulge your human weakness.  The Cacophiles do this, and to a lesser degree, so do the Black Manorials.  Our society will gladly feed every sin and vice and impulse you might have; and then stand by helplessly and watch as you destroy yourself; because the first law of the Golden Oecumene is that no peaceful activity is forbidden.  Free men may freely harm themselves, provided only that it is only themselves that they harm."
    Phaethon knew what his sire was intimating, but he did not let himself feel irritated.  Not today.  Today was the day of his majority, his emancipation; today, he could forgive even Helion's incessant, nagging fears.
    Phaethon also knew that most Rhadamanthines were not permitted to face the Noetic tests until they were octogenerians; most did not pass on their first attempt, or even their second.  Many folk were not trusted with the full powers of an adult until they reached their Centennial.  Helion, despite criticism from the other Silver-Gray branches, was permitting Phaethon to face the tests five years early...
 
     Then Phaethon said, "It's a paradox, Father.  I cannot be, at the same time and in the same sense, a child and an adult.  And, if I am an adult, I cannot be, at the same time, free to make my own successes, but not free to make my own mistakes."
    Helion looked sardonic.  "'Mistake' is such a simple word.  An adult who suffers a moment of foolishness or anger, one rash moment, has time enough to delete or destroy his own free will, memory, or judgment.  No one is allowed to force a cure on him.  No one can restore his sanity against his will.  And so we all stand quietly by, with folded hands and cold eyes, and meekly watch good men annihilate themselves.  It is somewhat... quaint... to call such a horrifying disaster a 'mistake.'"
 Is this the best Future we could possibly get to - the Future where you must be absolutely stern and resistant throughout your entire life, because one moment of weakness is enough to betray you to overwhelming temptation?
 Such flawless perfection would be easy enough for a superintelligence, perhaps - for a true adult - but for a human, even a hundred-year-old human, it seems like a dangerous and inhospitable place to live.  Even if you are strong enough to always choose correctly - maybe you don't want to have to be so strong, always at every moment.
 This is the great flaw in Wright's otherwise shining Utopia - that the Sophotechs are helpfully offering up overwhelming temptations to people who would not be at quite so much risk from only themselves.  (Though if not for this flaw in Wright's Utopia, he would have had no story...)
 If I recall correctly, it was while reading The Golden Age that I generalized the principle "Offering people powers beyond their own is not always helping them."
 If you couldn't just ask a Sophotech to edit your neural networks - and you couldn't buy a standard package at the supermarket - but, rather, had to study neuroscience yourself until you could do it with your own hands - then that would act as something of a natural limiter.  Sure, there are pleasure centers that would be relatively easy to stimulate; but we don't tell you where they are, so you have to do your own neuroscience.  Or we don't sell you your own neurosurgery kit, so you have to build it yourself - metaphorically speaking, anyway -
 But you see the idea: it is not so terrible a disrespect for free will, to live in a world in which people are free to shoot their feet off through their own strength - in the hope that by the time they're smart enough to do it under their own power, they're smart enough not to.
 The more dangerous and destructive the act, the more you require people to do it without external help.  If it's really dangerous, you don't just require them to do their own engineering, but to do their own science.  A singleton might be justified in prohibiting standardized textbooks in certain fields, so that people have to do their own science - make their own discoveries, learn to rule out their own stupid hypotheses, and fight their own overconfidence.  Besides, everyone should experience the joy of major discovery at least once in their lifetime, and to do this properly, you may have to prevent spoilers from entering the public discourse.  So you're getting three social benefits at once, here.
 But now I'm trailing off into plots for SF novels, instead of Fun Theory per se.  (It can be fun to muse how I would create the world if I had to order it according to my own childish wisdom, but in real life one rather prefers to avoid that scenario.)
 As a matter of Fun Theory, though, you can imagine a better world than the Golden Oecumene depicted above - it is not the best world imaginable, fun-theoretically speaking.  We would prefer (if attainable) a world in which people own their own mistakes and their own successes, and yet they are not given loaded handguns on a silver platter, nor do they perish through suicide by genie bottle.
 Once you imagine a world in which people can shoot off their own feet through their own strength, are you making that world incrementally better by offering incremental help along the way?
 It's one matter to prohibit people from using dangerous powers that they have grown enough to acquire naturally - to literally protect them from themselves.  One expects that if a mind kept getting smarter, at some eudaimonic rate of intelligence increase, then - if you took the most obvious course - the mind would eventually become able to edit its own source code, and bliss itself out if it chose to do so.  Unless the mind's growth were steered onto a non-obvious course, or monitors were mandated to prohibit that event...  To protect people from their own powers might take some twisting.
 To descend from above and offer dangerous powers as an untimely gift, is another matter entirely.  That's why the title of this post is "Devil's Offers", not "Dangerous Choices".
 And to allow dangerous powers to be sold in a marketplace - or alternatively to prohibit them from being transferred from one mind to another - that is somewhere in between.
 John C. Wright's writing has a particular poignancy for me, for in my foolish youth I thought that something very much like this scenario was a good idea - that a benevolent superintelligence ought to go around offering people lots of options, and doing as it was asked.
 In retrospect, this was a case of a pernicious distortion where you end up believing things that are easy to market to other people.
 I know someone who drives across the country on long trips, rather than flying.  Air travel scares him.  Statistics, naturally, show that flying a given distance is much safer than driving it.  But some people fear too much the loss of control that comes from not having their own hands on the steering wheel.  It's a common complaint.
 The future sounds less scary if you imagine yourself having lots of control over it.  For every awful thing that you imagine happening to you, you can imagine, "But I won't choose that, so it will be all right."
 And if it's not your own hands on the steering wheel, you think of scary things, and imagine, "What if this is chosen for me, and I can't say no?"
 But in real life rather than imagination, human choice is a fragile thing.  If the whole field of heuristics and biases teaches us anything, it surely teaches us that.  Nor has it been the verdict of experiment, that humans correctly estimate the flaws of their own decision mechanisms.
 I flinched away from that thought's implications, not so much because I feared superintelligent paternalism myself, but because I feared what other people would say of that position.  If I believed it, I would have to defend it, so I managed not to believe it.  Instead I told people not to worry, a superintelligence would surely respect their decisions (and even believed it myself).  A very pernicious sort of self-deception.
 Human governments are made up of humans who are foolish like ourselves, plus they have poor incentives.  Less skin in the game, and specific human brainware to be corrupted by wielding power.  So we've learned the historical lesson to be wary of ceding control to human bureaucrats and politicians.  We may even be emotionally hardwired to resent the loss of anything we perceive as power.
 Which is just to say that people are biased, by instinct, by anthropomorphism, and by narrow experience, to underestimate how much they could potentially trust a superintelligence which lacks a human's corruption circuits, doesn't easily make certain kinds of mistakes, and has strong overlap between its motives and your own interests.
 Do you trust yourself?  Do you trust yourself to know when to trust yourself?  If you're dealing with a superintelligence kindly enough to care about you at all, rather than disassembling you for raw materials, are you wise to second-guess its choice of who it thinks should decide?  Do you think you have a superior epistemic vantage point here, or what?
 Obviously we should not trust all agents who claim to be trustworthy - especially if they are weak enough, relative to us, to need our goodwill.  But I am quite ready to accept that a benevolent superintelligence may not offer certain choices.
 If you feel safer driving than flying, because that way it's your own hands on the steering wheel, statistics be damned -
 - then maybe it isn't helping you, for a superintelligence to offer you the option of driving.
 Gravity doesn't ask you if you would like to float up out of the atmosphere into space and die.  But you don't go around complaining that gravity is a tyrant, right?  You can build a spaceship if you work hard and study hard.  It would be a more dangerous world if your six-year-old son could do it in an hour using string and cardboard.
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Above-Average AI Scientists
Eliezer Yudkowsky, 28 September 2008 11:04AM
Followup to:  The Level Above Mine, Competent Elites 
 (Those who didn't like the last two posts should definitely skip this one.)
 I recall one fellow, who seemed like a nice person, and who was quite eager to get started on Friendly AI work, to whom I had trouble explaining that he didn't have a hope.  He said to me:
"If someone with a Masters in chemistry isn't intelligent enough, then you're not going to have much luck finding someone to help you."

It's hard to distinguish the grades above your own.  And even if you're literally the best in the world, there are still electron orbitals above yours - they're just unoccupied.  Someone had to be "the best physicist in the world" during the time of Ancient Greece.  Would they have been able to visualize Newton?
 At one of the first conferences organized around the tiny little subfield of Artificial General Intelligence, I met someone who was heading up a funded research project specifically declaring AGI as a goal, within a major corporation.  I believe he had people under him on his project.  He was probably paid at least three times as much as I was paid (at that time).  His academic credentials were superior to mine (what a surprise) and he had many more years of experience.  He had access to lots and lots of computing power.
 And like nearly everyone in the field of AGI, he was rushing forward to write code immediately - not holding off and searching for a sufficiently precise theory to permit stable self-improvement.
 In short, he was just the sort of fellow that...  Well, many people, when they hear about Friendly AI, say:  "Oh, it doesn't matter what you do, because [someone like this guy] will create AI first."  He's the sort of person about whom journalists ask me, "You say that this isn't the time to be talking about regulation, but don't we need laws to stop people like this from creating AI?"
"I suppose," you say, your voice heavy with irony, "that you're about to tell us, that this person doesn't really have so much of an advantage over you as it might seem.  Because your theory - whenever you actually come up with a theory - is going to be so much better than his.  Or," your voice becoming even more ironic, "that he's too mired in boring mainstream methodology -"
 No.  I'm about to tell you that I happened to be seated at the same table as this guy at lunch, and I made some kind of comment about evolutionary psychology, and he turned out to be...
 ...a creationist.
 This was the point at which I really got, on a gut level, that there was no test you needed to pass in order to start your own AGI project.
 One of the failure modes I've come to better understand in myself since observing it in others, is what I call, "living in the should-universe".  The universe where everything works the way it common-sensically ought to, as opposed to the actual is-universe we live in.  There's more than one way to live in the should-universe, and outright delusional optimism is only the least subtle.  Treating the should-universe as your point of departure - describing the real universe as the should-universe plus a diff - can also be dangerous.
 Up until the moment when yonder AGI researcher explained to me that he didn't believe in evolution because that's not what the Bible said, I'd been living in the should-universe.  In the sense that I was organizing my understanding of other AGI researchers as should-plus-diff.  I saw them, not as themselves, not as their probable causal histories, but as their departures from what I thought they should be.
 In the universe where everything works the way it common-sensically ought to, everything about the study of Artificial General Intelligence is driven by the one overwhelming fact of the indescribably huge effects: initial conditions and unfolding patterns whose consequences will resound for as long as causal chains continue out of Earth, until all the stars and galaxies in the night sky have burned down to cold iron, and maybe long afterward, or forever into infinity if the true laws of physics should happen to permit that.  To deliberately thrust your mortal brain onto that stage, as it plays out on ancient Earth the first root of life, is an act so far beyond "audacity" as to set the word on fire, an act which can only be excused by the terrifying knowledge that the empty skies offer no higher authority.
 It had occurred to me well before this point, that most of those who proclaimed themselves to have AGI projects, were not only failing to be what an AGI researcher should be, but in fact, didn't seem to have any such dream to live up to.
 But that was just my living in the should-universe.  It was the creationist who broke me of that.  My mind finally gave up on constructing the diff.
 When Scott Aaronson was 12 years old, he: "set myself the modest goal of writing a BASIC program that would pass the Turing Test by learning from experience and following Asimov's Three Laws of Robotics.  I coded up a really nice tokenizer and user interface, and only got stuck on the subroutine that was supposed to understand the user's question and output an intelligent, Three-Laws-obeying response."  It would be pointless to try and construct a diff between Aaronson12 and what an AGI researcher should be.  You've got to explain Aaronson12 in forward-extrapolation mode:  He thought it would be cool to make an AI and didn't quite understand why the problem was difficult.
 It was yonder creationist who let me see AGI researchers for themselves, and not as departures from my ideal.
 A creationist AGI researcher?  Why not?  Sure, you can't really be enough of an expert on thinking to build an AGI, or enough of an expert at thinking to find the truth amidst deep dark scientific chaos, while still being, in this day and age, a creationist.  But to think that his creationism is an anomaly, is should-universe thinking, as if desirable future outcomes could structure the present.  Most scientists have the meme that a scientist's religion doesn't have anything to do with their research.  Someone who thinks that it would be cool to solve the "human-level" AI problem and create a little voice in a box that answers questions, and who dreams they have a solution, isn't going to stop and say:  "Wait!  I'm a creationist!  I guess that would make it pretty silly for me to try and build an AGI."
 The creationist is only an extreme example.  A much larger fraction of AGI wannabes would speak with reverence of the "spiritual" and the possibility of various fundamental mentals.  If someone lacks the whole cognitive edifice of reducing mental events to nonmental constituents, the edifice that decisively indicts the entire supernatural, then of course they're not likely to be expert on cognition to the degree that would be required to synthesize true AGI.  But neither are they likely to have any particular idea that they're missing something.   They're just going with the flow of the memetic water in which they swim.  They've got friends who talk about spirituality, and it sounds pretty appealing to them.  They know that Artificial General Intelligence is a big important problem in their field, worth lots of applause if they can solve it.  They wouldn't see anything incongruous about an AGI researcher talking about the possibility of psychic powers or Buddhist reincarnation.  That's a separate matter, isn't it?
 (Someone in the audience is bound to observe that Newton was a Christian.  I reply that Newton didn't have such a difficult problem, since he only had to invent first-year undergraduate stuff.  The two observations are around equally sensible; if you're going to be anachronistic, you should be anachronistic on both sides of the equation.)
 But that's still all just should-universe thinking.
 That's still just describing people in terms of what they aren't.
 Real people are not formed of absences.  Only people who have an ideal can be described as a departure from it, the way that I see myself as a departure from what an Eliezer Yudkowsky should be.
 The really striking fact about the researchers who show up at AGI conferences, is that they're so... I don't know how else to put it...
 ...ordinary.
 Not at the intellectual level of the big mainstream names in Artificial Intelligence.  Not at the level of John McCarthy or Peter Norvig (whom I've both met).
 More like... around, say, the level of above-average scientists, which I yesterday compared to the level of partners at a non-big-name venture capital firm.  Some of whom might well be Christians, or even creationists if they don't work in evolutionary biology.
 The attendees at AGI conferences aren't literally average mortals, or even average scientists.  The average attendee at an AGI conference is visibly one level up from the average attendee at that random mainstream AI conference I talked about yesterday.
 Of course there are exceptions.  The last AGI conference I went to, I encountered one bright young fellow who was fast, intelligent, and spoke fluent Bayesian.  Admittedly, he didn't actually work in AGI as such.  He worked at a hedge fund.
 No, seriously, there are exceptions.  Steve Omohundro is one example of someone who - well, I'm not exactly sure of his level, but I don't get any particular sense that he's below Peter Norvig or John McCarthy.
 But even if you just poke around on Norvig or McCarthy's website, and you've achieved sufficient level yourself to discriminate what you see, you'll get a sense of a formidable mind.  Not in terms of accomplishments - that's not a fair comparison with someone younger or tackling a more difficult problem - but just in terms of the way they talk.  If you then look at the website of a typical AGI-seeker, even one heading up their own project, you won't get an equivalent sense of formidability.
 Unfortunately, that kind of eyeball comparison does require that one be of sufficient level to distinguish those levels.  It's easy to sympathize with people who can't eyeball the difference:  If anyone with a PhD seems really bright to you, or any professor at a university is someone to respect, then you're not going to be able to eyeball the tiny academic subfield of AGI and determine that most of the inhabitants are above-average scientists for mainstream AI, but below the intellectual firepower of the top names in mainstream AI.
But why would that happen?  Wouldn't the AGI people be humanity's best and brightest, answering the greatest need?  Or at least those daring souls for whom mainstream AI was not enough, who sought to challenge their wits against the greatest reservoir of chaos left to modern science?
 If you forget the should-universe, and think of the selection effect in the is-universe, it's not difficult to understand.  Today, AGI attracts people who fail to comprehend the difficulty of AGI.  Back in the earliest days, a bright mind like John McCarthy would tackle AGI because no one knew the problem was difficult.  In time and with regret, he realized he couldn't do it.  Today, someone on the level of Peter Norvig knows their own competencies, what they can do and what they can't; and they go on to achieve fame and fortune (and Research Directorship of Google) within mainstream AI.
 And then...
 Then there are the completely hopeless ordinary programmers who wander onto the AGI mailing list wanting to build a really big semantic net.
 Or the postdocs moved by some (non-Singularity) dream of themselves presenting the first "human-level" AI to the world, who also dream an AI design, and can't let go of that.
 Just normal people with no notion that it's wrong for an AGI researcher to be normal.
 Indeed, like most normal people who don't spend their lives making a desperate effort to reach up toward an impossible ideal, they will be offended if you suggest to them that someone in their position needs to be a little less imperfect.
 This misled the living daylights out of me when I was young, because I compared myself to other people who declared their intentions to build AGI, and ended up way too impressed with myself; when I should have been comparing myself to Peter Norvig, or reaching up toward E. T. Jaynes.  (For I did not then perceive the sheer, blank, towering wall of Nature.)
 I don't mean to bash normal AGI researchers into the ground.  They are not evil.  They are not ill-intentioned.  They are not even dangerous, as individuals.  Only the mob of them is dangerous, that can learn from each other's partial successes and accumulate hacks as a community.
 And that's why I'm discussing all this - because it is a fact without which it is not possible to understand the overall strategic situation in which humanity finds itself, the present state of the gameboard.  It is, for example, the reason why I don't panic when yet another AGI project announces they're going to have general intelligence in five years.  It also says that you can't necessarily extrapolate the FAI-theory comprehension of future researchers from present researchers, if a breakthrough occurs that repopulates the field with Norvig-class minds.
 Even an average human engineer is at least six levels higher than the blind idiot god, natural selection, that managed to cough up the Artificial Intelligence called humans, by retaining its lucky successes and compounding them.  And the mob, if it retains its lucky successes and shares them, may also cough up an Artificial Intelligence, with around the same degree of precise control.  But it is only the collective that I worry about as dangerous - the individuals don't seem that formidable.
 If you yourself speak fluent Bayesian, and you distinguish a person-concerned-with-AGI as speaking fluent Bayesian, then you should consider that person as excepted from this whole discussion.
 Of course, among people who declare that they want to solve the AGI problem, the supermajority don't speak fluent Bayesian.
 Why would they?  Most people don't.
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The Truly Iterated Prisoner's Dilemma
Eliezer Yudkowsky, 04 September 2008 06:00PM
Followup to:  The True Prisoner's Dilemma
 For everyone who thought that the rational choice in yesterday's True Prisoner's Dilemma was to defect, a follow-up dilemma:
 Suppose that the dilemma was not one-shot, but was rather to be repeated exactly 100 times, where for each round, the payoff matrix looks like this:
 	 	Humans: C 	Humans:  D
	Paperclipper: C 	(2 million human lives saved, 2 paperclips gained) 	(+3 million lives, +0 paperclips)
	Paperclipper: D 	(+0 lives, +3 paperclips) 	(+1 million lives, +1 paperclip)

As most of you probably know, the king of the classical iterated Prisoner's Dilemma is Tit for Tat, which cooperates on the first round, and on succeeding rounds does whatever its opponent did last time.  But what most of you may not realize, is that, if you know when the iteration will stop, Tit for Tat is - according to classical game theory - irrational.
 Why?  Consider the 100th round.  On the 100th round, there will be no future iterations, no chance to retaliate against the other player for defection.  Both of you know this, so the game reduces to the one-shot Prisoner's Dilemma.  Since you are both classical game theorists, you both defect.
 Now consider the 99th round.  Both of you know that you will both defect in the 100th round, regardless of what either of you do in the 99th round.  So you both know that your future payoff doesn't depend on your current action, only your current payoff.  You are both classical game theorists.  So you both defect.
 Now consider the 98th round...
 With humanity and the Paperclipper facing 100 rounds of the iterated Prisoner's Dilemma, do you really truly think that the rational thing for both parties to do, is steadily defect against each other for the next 100 rounds?
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One Life Against the World
Eliezer Yudkowsky, 18 May 2007 10:06PM
Followup to: Scope Insensitivity
 "Whoever saves a single life, it is as if he had saved the whole world."
  -- The Talmud, Sanhedrin 4:5
 It's a beautiful thought, isn't it? Feel that warm glow.
 I can testify that helping one person feels just as good as helping the whole world. Once upon a time, when I was burned out for the day and wasting time on the Internet - it's a bit complicated, but essentially, I managed to turn someone's whole life around by leaving an anonymous blog comment. I wasn't expecting it to have an effect that large, but it did. When I discovered what I had accomplished, it gave me a tremendous high. The euphoria lasted through that day and into the night, only wearing off somewhat the next morning. It felt just as good (this is the scary part) as the euphoria of a major scientific insight, which had previously been my best referent for what it might feel like to do drugs.
 Saving one life probably does feel just as good as being the first person to realize what makes the stars shine. It probably does feel just as good as saving the entire world.
 But if you ever have a choice, dear reader, between saving a single life and saving the whole world - then save the world. Please. Because beyond that warm glow is one heck of a gigantic difference.
For some people, the notion that saving the world is significantly better than saving one human life will be obvious, like saying that six billion dollars is worth more than one dollar, or that six cubic kilometers of gold weighs more than one cubic meter of gold. (And never mind the expected value of posterity.) Why might it not be obvious? Well, suppose there's a qualitative duty to save what lives you can - then someone who saves the world, and someone who saves one human life, are just fulfilling the same duty. Or suppose that we follow the Greek conception of personal virtue, rather than consequentialism; someone who saves the world is virtuous, but not six billion times as virtuous as someone who saves one human life. Or perhaps the value of one human life is already too great to comprehend - so that the passing grief we experience at funerals is an infinitesimal underestimate of what is lost - and thus passing to the entire world changes little.
 I agree that one human life is of unimaginably high value. I also hold that two human lives are twice as unimaginably valuable. Or to put it another way: Whoever saves one life, if it is as if they had saved the whole world; whoever saves ten lives, it is as if they had saved ten worlds. Whoever actually saves the whole world - not to be confused with pretend rhetorical saving the world - it is as if they had saved an intergalactic civilization.
 Two deaf children are sleeping on the railroad tracks, the train speeding down; you see this, but you are too far away to save the child. I'm nearby, within reach, so I leap forward and drag one child off the railroad tracks - and then stop, calmly sipping a Diet Pepsi as the train bears down on the second child. "Quick!" you scream to me. "Do something!" But (I call back) I already saved one child from the train tracks, and thus I am "unimaginably" far ahead on points. Whether I save the second child, or not, I will still be credited with an "unimaginably" good deed. Thus, I have no further motive to act. Doesn't sound right, does it?
 Why should it be any different if a philanthropist spends $10 million on curing a rare but spectacularly fatal disease which afflicts only a hundred people planetwide, when the same money has an equal probability of producing a cure for a less spectacular disease that kills 10% of 100,000 people? I don't think it is different. When human lives are at stake, we have a duty to maximize, not satisfice; and this duty has the same strength as the original duty to save lives. Whoever knowingly chooses to save one life, when they could have saved two - to say nothing of a thousand lives, or a world - they have damned themselves as thoroughly as any murderer.

 Addendum:  It's not cognitively easy to spend money to save lives, since cliche methods that instantly leap to mind don't work or are counterproductive.  (I will post later on why this tends to be so.)  Stuart Armstrong also points out that if we are to disdain the philanthropist who spends life-saving money inefficiently, we should be consistent and disdain more those who could spend money to save lives but don't. 
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The Failures of Eld Science
Eliezer Yudkowsky, 12 May 2008 10:32AM
Followup to:  Initiation Ceremony, If Many-Worlds Had Come First
 This time there were no robes, no hoods, no masks.  Students were expected to become friends, and allies.  And everyone knew why you were in the classroom.  It would have been pointless to pretend you weren't in the Conspiracy.
 Their sensei was Jeffreyssai, who might have been the best of his era, in his era.  His students were either the most promising learners, or those whom the beisutsukai saw political advantage in molding.
 Brennan fell into the latter category, and knew it.  Nor had he hesitated to use his Mistress's name to open doors.  You used every avenue available to you, in seeking knowledge; that was respected here.

 "- for over thirty years," Jeffreyssai said.  "Not one of them saw it; not Einstein, not Schrödinger, not even von Neumann."  He turned away from his sketcher, and toward the classroom.  "I pose to you to the question:  How did they fail?"
 The students exchanged quick glances, a calculus of mutual risk between the wary and the merely baffled.  Jeffreyssai was known to play games.
 
 Finally Hiriwa-called-the-Black leaned forward, jangling slightly as her equation-carved bracelets shifted on her ankles.  "By your years given, sensei, this was two hundred and fifty years after Newton.  Surely, the scientists of that era must have grokked the concept of a universal law."
 "Knowing the universal law of gravity," said the student Taji, from a nearby seat, "is not the same as understanding the concept of a universal law." He was one of the promising ones, as was Hiriwa.
 Hiriwa frowned.  "No... it was said that Newton had been praised for discovering the first universal.  Even in his own era.  So it was known."  Hiriwa paused.  "But Newton himself would have been gone.  Was there a religious injunction against proposing further universals?  Did they refrain out of respect for Newton, or were they waiting for his ghost to speak?  I am not clear on how Eld science was motivated -"
 "No," murmured Taji, a laugh in his voice, "you really, really aren't."
 Jeffreyssai's expression was kindly.  "Hiriwa, it wasn't religion, and it wasn't lead in the drinking water, and they didn't all have Alzheimers, and they weren't sitting around all day reading webcomics.  Forget the catalogue of horrors out of ancient times. Just think in terms of cognitive errors.  What could Eld science have been thinking wrong?"
 Hiriwa sat back with a sigh. "Sensei, I truly cannot imagine a snafu that would do that."
 "It wouldn't be just one mistake," Taji corrected her.  "As the saying goes:  Mistakes don't travel alone; they hunt in packs."
 "But the entire human species?" said Hiriwa.  "Thirty years?"
 "It wasn't the entire human species, Hiriwa," said Styrlyn. He was one of the older-looking students, wearing a short beard speckled in grey.  "Maybe one in a hundred thousand could have written out Schrödinger's Equation from memory.  So that would have been their first and primary error - failure to concentrate their forces."
 "Spare us the propaganda!" Jeffreyssai's gaze was suddenly fierce.  "You are not here to proselytize for the Cooperative Conspiracy, my lord politician!  Bend not the truth to make your points!  I believe your Conspiracy has a phrase:  'Comparative advantage.'  Do you really think that it would have helped to call in the whole human species, as it existed at that time, to debate quantum physics?"
 Styrlyn didn't flinch.  "Perhaps not, sensei," he said.  "But if you are to compare that era to this one, it is a consideration."
 Jeffreyssai moved his hand flatly through the air; the maybe-gesture he used to dismiss an argument that was true but not relevant.  "It is not what I would call a primary mistake.  The puzzle should not have required a billion physicists to solve."
 "I can think of more specific ancient horrors," said Taji. "Spending all day writing grant proposals.  Teaching undergraduates who would rather be somewhere else.  Needing to publish thirty papers a year to get tenure..."
 "But we are not speaking of only the lower-status scientists," said Yin; she wore a slightly teasing grin.  "It was said of Schrödinger that he retired to a villa for a month, with his mistress to provide inspiration, and emerged with his eponymous equation.  We consider it a famous historical success of our methodology.  Some Eld physicists did understand how to focus their mental energies; and would have been senior enough to do so, had they chose."
 "True," Taji said.  "In the end, administrative burdens are only a generic obstacle.  Likewise such answers as, 'They were not trained in probability theory, and did not know of cognitive biases.'  Our sensei seems to desire some more specific reply."
 Jeffreyssai lifted an eyebrow encouragingly.  "Don't dismiss your line of thought so quickly, Taji; it begins to be relevant.  What kind of system would create administrative burdens on its own people?"
 "A system that failed to support its people adequately," said Styrlyn.  "One that failed to value their work."
 "Ah," said Jeffreyssai.  "But there is a student who has not yet spoken.  Brennan?"
 Brennan didn't jump.  He deliberately waited just long enough to show he wasn't scared, and then said, "Lack of pragmatic motivation, sensei."
 Jeffreyssai smiled slightly. "Expand."
 What kind of system would create administrative burdens on its own people?, their sensei had asked them.  The other students were pursuing their own lines of thought. Brennan, hanging back, had more attention to spare for his teacher's few hints.  Being the beginner wasn't always a disadvantage - and he had been taught, long before the Bayesians took him in, to take every available advantage.
 "The Manhattan Project," Brennan said, "was launched with a specific technological end in sight: a weapon of great power, in time of war.  But the error that Eld Science committed with respect to quantum physics had no immediate consequences for their technology. They were confused, but they had no desperate need for an answer.  Otherwise the surrounding system would have removed all burdens from their effort to solve it.  Surely the Manhattan Project must have done so - Taji?  Do you know?"
 Taji looked thoughtful.  "Not all burdens - but I'm pretty sure they weren't writing grant proposals in the middle of their work."
 "So," Jeffreyssai said.  He advanced a few steps, stood directly in front of Brennan's desk.  "You think Eld scientists simply weren't trying hard enough.  Because their art had no military applications?  A rather competitive point of view, I should think."
 "Not necessarily," Brennan said calmly.  "Pragmatism is a virtue of rationality also.  A desired use for a better quantum theory, would have helped the Eld scientists in many ways beyond just motivating them.  It would have given shape to their curiosity, and told them what constituted success or failure."
 Jeffreyssai chuckled slightly.  "Don't guess so hard what I might prefer to hear, Competitor.  Your first statement came closer to my hidden mark; your oh-so-Bayesian disclaimer fell wide...  The factor I had in mind, Brennan, was that Eld scientists thought it was acceptable to take thirty years to solve a problem.  Their entire social process of science was based on getting to the truth eventually. A wrong theory got discarded eventually - once the next generation of students grew up familiar with the replacement.  Work expands to fill the time allotted, as the saying goes.  But people can think important thoughts in far less than thirty years, if they expect speed of themselves."  Jeffreyssai suddenly slammed down a hand on the arm of Brennan's chair.  "How long do you have to dodge a thrown knife?"
 "Very little time, sensei!"
 "Less than a second!  Two opponents are attacking you!  How long do you have to guess who's more dangerous?"
 "Less than a second, sensei!"
 "The two opponents have split up and are attacking two of your girlfriends!  How long do you have to decide which one you truly love?"
 "Less than a second, sensei!'
 "A new argument shows your precious theory is flawed!  How long does it take you to change your mind?"
 "Less than a second, sensei!"
 "WRONG! DON'T GIVE ME THE WRONG ANSWER JUST BECAUSE IT FITS A CONVENIENT PATTERN AND I SEEM TO EXPECT IT OF YOU!  How long does it really take, Brennan?"
 Sweat was forming on Brennan's back, but he stopped and actually thought about it -
 "ANSWER, BRENNAN!"
 "No sensei!  I'm not finished thinking sensei!  An answer would be premature!  Sensei!"
 "Very good!  Continue!  But don't take thirty years!"
 Brennan breathed deeply, reforming his thoughts.  He finally said, "Realistically, sensei, the best-case scenario is that I would see the problem immediately; use the discipline of suspending judgment; try to re-accumulate all the evidence before continuing; and depending on how emotionally attached I had been to the theory, use the crisis-of-belief technique to ensure I could genuinely go either way.  So at least five minutes and perhaps up to an hour."
 "Good!  You actually thought about it that time!  Think about it every time!  Break patterns!  In the days of Eld Science, Brennan, it was not uncommon for a grant agency to spend six months reviewing a proposal.  They permitted themselves the time!  You are being graded on your speed, Brennan!  The question is not whether you get there eventually!  Anyone can find the truth in five thousand years!  You need to move faster!"
 "Yes, sensei!"
 "Now, Brennan, have you just learned something new?"
 "Yes, sensei!"
 "How long did it take you to learn this new thing?"
 An arbitrary choice there...  "Less than a minute, sensei, from the boundary that seems most obvious."
 "Less than a minute," Jeffreyssai repeated.  "So, Brennan, how long do you think it should take to solve a major scientific problem, if you are not wasting any time?"
 Now there was a trapped question if Brennan had ever heard one.  There was no way to guess what time period Jeffreyssai had in mind - what the sensei would consider too long, or too short.  Which meant that the only way out was to just try for the genuine truth; this would offer him the defense of honesty, little defense though it was.  "One year, sensei?"
 "Do you think it could be done in one month, Brennan?  In a case, let us stipulate, where in principle you already have enough experimental evidence to determine an answer, but not so much experimental evidence that you can afford to make errors in interpreting it."
 Again, no way to guess which answer Jeffreyssai might want... "One month seems like an unrealistically short time to me, sensei."
 "A short time?" Jeffreyssai said incredulously.  "How many minutes in thirty days?  Hiriwa?"
 "43200, sensei," she answered.  "If you assume sixteen-hour waking periods and daily sleep, then 28800 minutes."
 "Assume, Brennan, that it takes five whole minutes to think an original thought, rather than learning it from someone else.  Does even a major scientific problem require 5760 distinct insights?"
 "I confess, sensei," Brennan said slowly, "that I have never thought of it that way before... but do you tell me that is truly a realistic level of productivity?"
 "No," said Jeffreyssai, "but neither is it realistic to think that a single problem requires 5760 insights.  And yes, it has been done."
 Jeffreyssai stepped back, and smiled benevolently.  Every student in the room stiffened; they knew that smile.  "Though none of you hit the particular answer that I had in mind, nonetheless your answers were as reasonable as mine.  Except Styrlyn's, I'm afraid.  Even Hiriwa's answer was not entirely wrong: the task of proposing new theories was once considered a sacred duty reserved for those of high status, there being a limited supply of problems in circulation, at that time.  But Brennan's answer is particularly interesting, and I am minded to test his theory of motivation."
 Oh, hell, Brennan said silently to himself.  Jeffreyssai was gesturing for Brennan to stand up before the class.
 When Brenann had risen, Jeffreyssai neatly seated himself in Brennan's chair.
 "Brennan-sensei," Jeffreyssai said, "you have five minutes to think of something stunningly brilliant to say about the failure of Eld science on quantum physics.  As for the rest of us, our job will be to gaze at you expectantly.  I can only imagine how embarrassing it will be, should you fail to think of anything good."
 Bastard. Brennan didn't say it aloud.  Taji's face showed a certain amount of sympathy; Styrlyn held himself aloof from the game; but Yin was looking at him with sardonic interest.  Worse, Hiriwa was gazing at him expectantly, assuming that he would rise to the challenge.  And Jeffreyssai was gawking wide-eyed, waiting for the guru's words of wisdom.  Screw you, sensei.
 Brennan didn't panic.  It was very, very, very far from being the scariest situation he'd ever faced.  He took a moment to decide how to think; then thought.
 At four minutes and thirty seconds, Brennan spoke.  (There was an art to such things; as long as you were doing it anyway, you might as well make it look easy.)
 "A woman of wisdom," Brennan said, "once told me that it is wisest to regard our past selves as fools beyond redemption - to see the people we once were as idiots entire.  I do not necessarily say this myself; but it is what she said to me, and there is more than a grain of truth in it.  As long as we are making excuses for the past, trying to make it look better, respecting it, we cannot make a clean break.  It occurs to me that the rule may be no different for human civilizations.  So I tried looking back and considering the Eld scientists as simple fools."
 "Which they were not," Jeffreyssai said.
 "Which they were not," Brennan continued.  "In terms of raw intelligence, they undoubtedly exceeded me.  But it occurred to me that a difficulty in seeing what Eld scientists did wrong, might have been in respecting the ancient and legendary names too highly.  And that did indeed produce an insight."
 "Enough introduction, Brennan," said Jeffreyssai.  "If you found an insight, state it."
 "Eld scientists were not trained..."  Brennan paused.  "No, untrained is not the concept.  They were trained for the wrong task.  At that time, there were no Conspiracies, no secret truths; as soon as Eld scientists solved a major problem, they published the solution to the world and each other.  Truly scary and confusing open problems would have been in extremely rare supply, and used up the moment they were solved.  So it would not have been possible to train Eld researchers to bring order out of scientific chaos.  They would have been trained for something else - I'm not sure what -"
 "Trained to manipulate whatever science had already been discovered," said Taji.  "It was a difficult enough task for Eld teachers to train their students to use existing knowledge, or follow already-known methodologies; that was all Eld science teachers aspired to impart."
 Brennan nodded.  "Which is a very different matter from creating new science of their own.  The Eld scientists faced with problems of quantum theory, might never have faced that kind of fear before - the dismay of not knowing.  The Eld scientists might have seized on unsatisfactory answers prematurely, because they were accustomed to working with a neat, agreed-upon body of knowledge."
 "Good, Brennan," murmured Jeffreyssai.
 "But above all," Brennan continued, "an Eld scientist couldn't have practiced the actual problem the quantum scientists faced - that of resolving a major confusion.  It was something you did once per lifetime if you were lucky, and as Hiriwa observed, Newton would no longer have been around.  So while the Eld physicists who messed up quantum theory were not unintelligent, they were, in a strong sense, amateurs - ad-libbing the whole process of paradigm shift."
 "And no probability theory," Hiriwa noted.  "So anyone who did succeed at the problem would have no idea what they'd just done.  They wouldn't be able to communicate it to anyone else, except vaguely."
 "Yes," Styrlyn said.  "And it was only a handful of people who could tackle the problem at all, with no training in doing so; those are the physicists whose names have passed down to us.  A handful of people, making a handful of discoveries each.  It would not have been enough to sustain a community.  Each Eld scientist tackling a new paradigm shift would have needed to rediscover the rules from scratch."
 Jeffreyssai rose from Brenann's desk.  "Acceptable, Brennan; you surprise me, in fact. I shall have to give further thought to this method of yours."  Jeffreyssai went to the classroom door, then looked back.  "However, I did have in mind at least one other major flaw of Eld science, which none of you suggested.  I expect to receive a list of possible flaws tomorrow.  I expect the flaw I have in mind to be on the list. You have 480 minutes, excluding sleep time.  I see five of you here.  The challenge does not require more than 480 insights to solve, nor more than 96 insights in series."
 And Jeffreyssai left the room.
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Ends Don't Justify Means (Among Humans)
Eliezer Yudkowsky, 14 October 2008 09:00PM
Followup to:  Why Does Power Corrupt? 
"If the ends don't justify the means, what does?"
        -- variously attributed
 "I think of myself as running on hostile hardware."
        -- Justin Corwin

Yesterday I talked about how humans may have evolved a structure of political revolution, beginning by believing themselves morally superior to the corrupt current power structure, but ending by being corrupted by power themselves - not by any plan in their own minds, but by the echo of ancestors who did the same and thereby reproduced.
 This fits the template:
In some cases, human beings have evolved in such fashion as to think that they are doing X for prosocial reason Y, but when human beings actually do X, other adaptations execute to promote self-benefiting consequence Z.

From this proposition, I now move on to my main point, a question considerably outside the realm of classical Bayesian decision theory: 
"What if I'm running on corrupted hardware?"

In such a case as this, you might even find yourself uttering such seemingly paradoxical statements - sheer nonsense from the perspective of classical decision theory - as:
"The ends don't justify the means."

But if you are running on corrupted hardware, then the reflective observation that it seems like a righteous and altruistic act to seize power for yourself - this seeming may not be be much evidence for the proposition that seizing power is in fact the action that will most benefit the tribe.
 By the power of naive realism, the corrupted hardware that you run on, and the corrupted seemings that it computes, will seem like the fabric of the very world itself - simply the way-things-are.
 And so we have the bizarre-seeming rule:  "For the good of the tribe, do not cheat to seize power even when it would provide a net benefit to the tribe."
 Indeed it may be wiser to phrase it this way:  If you just say, "when it seems like it would provide a net benefit to the tribe", then you get people who say, "But it doesn't just seem that way - it would provide a net benefit to the tribe if I were in charge."
 The notion of untrusted hardware seems like something wholly outside the realm of classical decision theory.  (What it does to reflective decision theory I can't yet say, but that would seem to be the appropriate level to handle it.)
 But on a human level, the patch seems straightforward.  Once you know about the warp, you create rules that describe the warped behavior and outlaw it.  A rule that says, "For the good of the tribe, do not cheat to seize power even for the good of the tribe."  Or "For the good of the tribe, do not murder even for the good of the tribe."
 And now the philosopher comes and presents their "thought experiment" - setting up a scenario in which, by stipulation, the only possible way to save five innocent lives is to murder one innocent person, and this murder is certain to save the five lives.  "There's a train heading to run over five innocent people, who you can't possibly warn to jump out of the way, but you can push one innocent person into the path of the train, which will stop the train.  These are your only options; what do you do?"
 An altruistic human, who has accepted certain deontological prohibits - which seem well justified by some historical statistics on the results of reasoning in certain ways on untrustworthy hardware - may experience some mental distress, on encountering this thought experiment.
 So here's a reply to that philosopher's scenario, which I have yet to hear any philosopher's victim give:
 "You stipulate that the only possible way to save five innocent lives is to murder one innocent person, and this murder will definitely save the five lives, and that these facts are known to me with effective certainty.  But since I am running on corrupted hardware, I can't occupy the epistemological state you want me to imagine.  Therefore I reply that, in a society of Artificial Intelligences worthy of personhood and lacking any inbuilt tendency to be corrupted by power, it would be right for the AI to murder the one innocent person to save five, and moreover all its peers would agree.  However, I refuse to extend this reply to myself, because the epistemological state you ask me to imagine, can only exist among other kinds of people than human beings."
 Now, to me this seems like a dodge.  I think the universe is sufficiently unkind that we can justly be forced to consider situations of this sort.  The sort of person who goes around proposing that sort of thought experiment, might well deserve that sort of answer.  But any human legal system does embody some answer to the question "How many innocent people can we put in jail to get the guilty ones?", even if the number isn't written down.
 As a human, I try to abide by the deontological prohibitions that humans have made to live in peace with one another.  But I don't think that our deontological prohibitions are literally inherently nonconsequentially terminally right.  I endorse "the end doesn't justify the means" as a principle to guide humans running on corrupted hardware, but I wouldn't endorse it as a principle for a society of AIs that make well-calibrated estimates.  (If you have one AI in a society of humans, that does bring in other considerations, like whether the humans learn from your example.)
 And so I wouldn't say that a well-designed Friendly AI must necessarily refuse to push that one person off the ledge to stop the train.  Obviously, I would expect any decent superintelligence to come up with a superior third alternative.  But if those are the only two alternatives, and the FAI judges that it is wiser to push the one person off the ledge - even after taking into account knock-on effects on any humans who see it happen and spread the story, etc. - then I don't call it an alarm light, if an AI says that the right thing to do is sacrifice one to save five.  Again, I don't go around pushing people into the paths of trains myself, nor stealing from banks to fund my altruistic projects.  I happen to be a human.  But for a Friendly AI to be corrupted by power would be like it starting to bleed red blood.  The tendency to be corrupted by power is a specific biological adaptation, supported by specific cognitive circuits, built into us by our genes for a clear evolutionary reason.  It wouldn't spontaneously appear in the code of a Friendly AI any more than its transistors would start to bleed.
 I would even go further, and say that if you had minds with an inbuilt warp that made them overestimate the external harm of self-benefiting actions, then they would need a rule "the ends do not prohibit the means" - that you should do what benefits yourself even when it (seems to) harm the tribe.  By hypothesis, if their society did not have this rule, the minds in it would refuse to breathe for fear of using someone else's oxygen, and they'd all die.  For them, an occasional overshoot in which one person seizes a personal benefit at the net expense of society, would seem just as cautiously virtuous - and indeed be just as cautiously virtuous - as when one of us humans, being cautious, passes up an opportunity to steal a loaf of bread that really would have been more of a benefit to them than a loss to the merchant (including knock-on effects).
 "The end does not justify the means" is just consequentialist reasoning at one meta-level up.  If a human starts thinking on the object level that the end justifies the means, this has awful consequences given our untrustworthy brains; therefore a human shouldn't think this way.  But it is all still ultimately consequentialism.  It's just reflective consequentialism, for beings who know that their moment-by-moment decisions are made by untrusted hardware.
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Asch's Conformity Experiment
Eliezer Yudkowsky, 26 December 2007 07:03AM
[image: Asch2] Solomon Asch, with experiments originally carried out in the 1950s and well-replicated since, highlighted a phenomenon now known as "conformity".  In the classic experiment, a subject sees a puzzle like the one in the nearby diagram:  Which of the lines A, B, and C is the same size as the line X?  Take a moment to determine your own answer...
 The gotcha is that the subject is seated alongside a number of other people looking at the diagram - seemingly other subjects, actually confederates of the experimenter.  The other "subjects" in the experiment, one after the other, say that line C seems to be the same size as X.  The real subject is seated next-to-last.  How many people, placed in this situation, would say "C" - giving an obviously incorrect answer that agrees with the unanimous answer of the other subjects?  What do you think the percentage would be?
 Three-quarters of the subjects in Asch's experiment gave a "conforming" answer at least once.  A third of the subjects conformed more than half the time.
 Interviews after the experiment showed that while most subjects claimed to have not really believed their conforming answers, some said they'd really thought that the conforming option was the correct one.  
 Asch was disturbed by these results:
"That we have found the tendency to conformity in our society so strong... is a matter of concern.  It raises questions about our ways of education and about the values that guide our conduct."

It is not a trivial question whether the subjects of Asch's experiments behaved irrationally.  Robert Aumann's Agreement Theorem shows that honest Bayesians cannot agree to disagree - if they have common knowledge of their probability estimates, they have the same probability estimate.  Aumann's Agreement Theorem was proved more than twenty years after Asch's experiments, but it only formalizes and strengthens an intuitively obvious point - other people's beliefs are often legitimate evidence.
 If you were looking at a diagram like the one above, but you knew for a fact that the other people in the experiment were honest and seeing the same diagram as you, and three other people said that C was the same size as X, then what are the odds that only you are the one who's right?  I lay claim to no advantage of visual reasoning - I don't think I'm better than an average human at judging whether two lines are the same size.  In terms of individual rationality, I hope I would notice my own severe confusion and then assign >50% probability to the majority vote.
 In terms of group rationality, seems to me that the proper thing for an honest rationalist to say is, "How surprising, it looks to me like B is the same size as X.  But if we're all looking at the same diagram and reporting honestly, I have no reason to believe that my assessment is better than yours."  The last sentence is important - it's a much weaker claim of disagreement than, "Oh, I see the optical illusion - I understand why you think it's C, of course, but the real answer is B."
 So the conforming subjects in these experiments are not automatically convicted of irrationality, based on what I've described so far.  But as you might expect, the devil is in the details of the experimental results.  According to a meta-analysis of over a hundred replications by Smith and Bond (1996):
 Conformity increases strongly up to 3 confederates, but doesn't increase further up to 10-15 confederates.  If people are conforming rationally, then the opinion of 15 other subjects should be substantially stronger evidence than the opinion of 3 other subjects.
 Adding a single dissenter - just one other person who gives the correct answer, or even an incorrect answer that's different from the group's incorrect answer - reduces conformity very sharply, down to 5-10%.  If you're applying some intuitive version of Aumann's Agreement to think that when 1 person disagrees with 3 people, the 3 are probably right, then in most cases you should be equally willing to think that 2 people will disagree with 6 people.  (Not automatically true, but true ceteris paribus.)  On the other hand, if you've got people who are emotionally nervous about being the odd one out, then it's easy to see how a single other person who agrees with you, or even a single other person who disagrees with the group, would make you much less nervous.
 Unsurprisingly, subjects in the one-dissenter condition did not think their nonconformity had been influenced or enabled by the dissenter.  Like the 90% of drivers who think they're above-average in the top 50%, some of them may be right about this, but not all.  People are not self-aware of the causes of their conformity or dissent, which weighs against trying to argue them as manifestations of rationality.  For example, in the hypothesis that people are socially-rationally choosing to lie in order to not stick out, it appears that (at least some) subjects in the one-dissenter condition do not consciously anticipate the "conscious strategy" they would employ when faced with unanimous opposition.
 When the single dissenter suddenly switched to conforming to the group, subjects' conformity rates went back up to just as high as in the no-dissenter condition.  Being the first dissenter is a valuable (and costly!) social service, but you've got to keep it up.
 Consistently within and across experiments, all-female groups (a female subject alongside female confederates) conform significantly more often than all-male groups.  Around one-half the women conform more than half the time, versus a third of the men.  If you argue that the average subject is rational, then apparently women are too agreeable and men are too disagreeable, so neither group is actually rational...
 Ingroup-outgroup manipulations (e.g., a handicapped subject alongside other handicapped subjects) similarly show that conformity is significantly higher among members of an ingroup.
 Conformity is lower in the case of blatant diagrams, like the one at the top of this page, versus diagrams where the errors are more subtle.  This is hard to explain if (all) the subjects are making a socially rational decision to avoid sticking out.
 Added: Paul Crowley reminds me to note that when subjects can respond in a way that will not be seen by the group, conformity also drops, which also argues against an Aumann interpretation.
 YouTube video of a conformity experiment:
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No One Knows What Science Doesn't Know
Eliezer Yudkowsky, 25 October 2007 11:47PM
At a family party some years ago, one of my uncles remarked on how little science really knows.  For example, we still have no idea how gravity works - why things fall down.
 "Actually, we do know how gravity works," I said.  (My father, a Ph.D. physicist, was also present; but he wasn't even touching this one.)
 "We do?" said my uncle.
 "Yes," I said, "Gravity is the curvature of spacetime."  At this point I had still swallowed Feynman's line about being able to explain physics to one's grandmother, so I continued:  "You could say that the Earth goes around the Sun in a straight line.  Imagine a graph that shows both space and time, so that a straight line shows steady movement and a curved line shows acceleration.  Then curve the graph paper itself.  When you try to draw a straight line on the curved paper, you'll get what looks like acceleration -"
 "I never heard about anything like that," said my uncle.
When was the last time, in history, when it was possible for a single human to know the knowledge of the most advanced civilization?  I've seen various estimates for this - usually in the form of polymaths nominated for the position of "last person to know everything".  One plausible candidate is Leonardo da Vinci, who died in 1519 - shortly after the printing press began to become popular, and shortly before Copernicus inaugurated the scientific revolution.
 In the ancestral environment it was possible to know everything, and nearly everyone did.  In hunter-gatherer bands of less than 200 people, with no written literature, all background knowledge was universal knowledge.  If one person, in a world containing 200 people total, discovered how gravity worked, you could certainly expect to hear about it.
  In a world of 6 billion people, there is not one person alive who can say with certainty that science does not know a thing.  There is too much science.  Our current lifetimes are too short to learn more than a tiny fraction of it, and more is being produced all the time.
 Even if last week's technical journal doesn't contain the answer to a mystery, that doesn't mean that no one knows it.  Maybe someone out there is typing up the paper at this very moment.  You can't generalize over all 6 billion people in the world because you haven't talked to all of them - which is a non-ancestral condition!  For the vast majority of humanity's evolutionary history, it was possible to meet everyone in your little world.  Now there's 6 billion people who might know the answer to any question you care to ask, and you can't ask all of them.
 No one knows anymore what no one knows.
 My uncle is not an isolated phenomenon.  I've met people who think that science knows nothing about the brain, that thought is a complete mystery unto us.  (My favorite was the fellow who confidently asserted that neuroscience had been unable to assign any function "to the cerebral cortex".)  As Tom McCabe put it:  "Anyone who claims that the brain is a total mystery should be slapped upside the head with the MIT Encyclopedia of the Cognitive Sciences.  All one thousand ninety-six pages of it."
 I haven't seen the movie What The Bleep Do We Know, but if the horror stories are true, it's one long celebration of imaginary ignorance.  Particularly the "mysterious effect of conscious observation" in quantum physics, which was explained away as ordinary decoherence in the 1950s, but let's not get into that again.
 Ignorance should not be celebrated in the first place; I've made this point before.  It is a corruption of curiosity to prefer the question to its answer.  Yet people seem to get a tremendous emotional kick out of not knowing something.  Worse, they think that the mysteriousness of a mysterious phenomena indicates a special quality of the phenomenon itself, inferring that it is surely different-in-kind from phenomena labeled "understood".  If we are ignorant about a phenomenon, that is a fact about our state of mind, not a fact about the phenomenon itself.
 In the ancestral environment, there was a certain permanence to the division between ignorance and knowledge.  If none of your fellow hunter-gatherers knew what made rain fall, it was likely that no one would ever find out in your grandchildren's lifetimes.  Today, the absence of knowledge is a fragile and temporary condition, like the darkness in a closet whose door happens to be shut.  A single thought can shatter the absence of thought.  Every scientific discovery ever made, destroyed an ancient absence-of-knowledge dating back to the dawn of time.  No one knows what 6 billion people don't know today, and still less does anyone know what 7 billion people will know tomorrow.
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Followup to:  Science Doesn't Trust Your Rationality, Einstein's Arrogance
 I sometimes say that the method of science is to amass such an enormous mountain of evidence that even scientists cannot ignore it; and that this is the distinguishing characteristic of a scientist, a non-scientist will ignore it anyway.
 Max Planck was even less optimistic:
"A new scientific truth does not triumph by convincing its opponents and making them see the light, but rather because its opponents eventually die, and a new generation grows up that is familiar with it."

I am much tickled by this notion, because it implies that the power of science to distinguish truth from falsehood ultimately rests on the good taste of grad students.
 The gradual increase in acceptance of many-worlds in academic physics, suggests that there are physicists who will only accept a new idea given some combination of epistemic justification, and a sufficiently large academic pack in whose company they can be comfortable.  As more physicists accept, the pack grows larger, and hence more people go over their individual thresholds for conversion - with the epistemic justification remaining essentially the same.
 But Science still gets there eventually, and this is sufficient for the ratchet of Science to move forward, and raise up a technological civilization.
 Scientists can be moved by groundless prejudices, by undermined intuitions, by raw herd behavior - the panoply of human flaws.  Each time a scientist shifts belief for epistemically unjustifiable reasons, it requires more evidence, or new arguments, to cancel out the noise.
The "collapse of the wavefunction" has no experimental justification, but it appeals to the (undermined) intuition of a single world.  Then it may take an extra argument - say, that collapse violates Special Relativity - to begin the slow academic disintegration of an idea that should never have been assigned non-negligible probability in the first place.

 From a Bayesian perspective, human academic science as a whole is a highly inefficient processor of evidence.  Each time an unjustifiable argument shifts belief, you need an extra justifiable argument to shift it back.  The social process of science leans on extra evidence to overcome cognitive noise.
  A more charitable way of putting it is that scientists will adopt positions that are theoretically insufficiently extreme, compared to the ideal positions that scientists would adopt, if they were Bayesian AIs and could trust themselves to reason clearly.
 But don't be too charitable.  The noise we are talking about is not all innocent mistakes.  In many fields, debates drag on for decades after they should have been settled.  And not because the scientists on both sides refuse to trust themselves and agree they should look for additional evidence.  But because one side keeps throwing up more and more ridiculous objections, and demanding more and more evidence, from an entrenched position of academic power, long after it becomes clear from which quarter the winds of evidence are blowing.  (I'm thinking here about the debates surrounding the invention of evolutionary psychology, not about many-worlds.)
 Is it possible for individual humans or groups to process evidence more efficiently - reach correct conclusions faster - than human academic science as a whole?
 "Ideas are tested by experiment.  That is the core of science."  And this must be true, because if you can't trust Zombie Feynman, who can you trust?
 Yet where do the ideas come from?
 You may be tempted to reply, "They come from scientists.  Got any other questions?"  In Science you're not supposed to care where the hypotheses come from - just whether they pass or fail experimentally.
 Okay, but if you remove all new ideas, the scientific process as a whole stops working because it has no alternative hypotheses to test.   So inventing new ideas is not a dispensable part of the process.
 Now put your Bayesian goggles back on.  As described in Einstein's Arrogance, there are queries that are not binary - where the answer is not "Yes" or "No", but drawn from a larger space of structures, e.g., the space of equations.  In such cases it takes far more Bayesian evidence to promote a hypothesis to your attention than to confirm the hypothesis.
 If you're working in the space of all equations that can be specified in 32 bits or less, you're working in a space of 4 billion equations.  It takes far more Bayesian evidence to raise one of those hypotheses to the 10% probability level, than it requires further Bayesian evidence to raise the hypothesis from 10% to 90% probability. 
 When the idea-space is large, coming up with ideas worthy of testing, involves much more work - in the Bayesian-thermodynamic sense of "work" - than merely obtaining an experimental result with p<0.0001 for the new hypothesis over the old hypothesis.

 If this doesn't seem obvious-at-a-glance, pause here and read Einstein's Arrogance.
 The scientific process has always relied on scientists to come up with hypotheses to test, via some process not further specified by Science.  Suppose you came up with some way of generating hypotheses that was completely crazy - say, pumping a robot-controlled Ouija board with the digits of pi - and the resulting suggestions kept on getting verified experimentally.  The pure ideal essence of Science wouldn't skip a beat.  The pure ideal essence of Bayes would burst into flames and die.
 (Compared to Science, Bayes is falsified by more of the possible outcomes.)
 This doesn't mean that the process of deciding which ideas to test is unimportant to Science.  It means that Science doesn't specify it.
 In practice, the robot-controlled Ouija board doesn't work.  In practice, there are some scientific queries with a large enough answer space, that picking models at random to test, it would take zillions of years to hit on a model that made good predictions - like getting monkeys to type Shakespeare.
 At the frontier of science - the boundary between ignorance and knowledge, where science advances - the process relies on at least some individual scientists (or working groups) seeing things that are not yet confirmed by Science.  That's how they know which hypotheses to test, in advance of the test itself.
 If you take your Bayesian goggles off, you can say, "Well, they don't have to know, they just have to guess."  If you put your Bayesian goggles back on, you realize that "guessing" with 10% probability requires nearly as much epistemic work to have been successfully performed, behind the scenes, as "guessing" with 80% probability - at least for large answer spaces.
 The scientist may not know he has done this epistemic work successfully, in advance of the experiment; but he must, in fact, have done it successfully!  Otherwise he will not even think of the correct hypothesis.  In large answer spaces, anyway.
 So the scientist makes the novel prediction, performs the experiment, publishes the result, and now Science knows it too.  It is now part of the publicly accessible knowledge of humankind, that anyone can verify for themselves.
 In between was an interval where the scientist rationally knew something that the public social process of science hadn't yet confirmed.  And this is not a trivial interval, though it may be short; for it is where the frontier of science lies, the advancing border.
 All of this is more true for non-routine science than for routine science, because it is a notion of large answer spaces where the answer is not "Yes" or "No" or drawn from a small set of obvious alternatives.  It is much easier to train people to test ideas, than to have good ideas to test.
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This post is part of the Quantum Physics Sequence.
Followup to:  No Individual Particles, Identity Isn't In Specific Atoms, Timeless Physics, Timeless Causality
 People have asked me, "What practical good does it do to discuss quantum physics or consciousness or zombies or personal identity?  I mean, what's the application for me in real life?"
 Before the end of today's post, we shall see a real-world application with practical consequences, for you, yes, you in today's world.  It is built upon many prerequisites and deep foundations; you will not be able to tell others what you have seen, though you may (or may not) want desperately to tell them.  (Short of having them read the last several months of OB.)
 In No Individual Particles we saw that the intuitive conception of reality as little billiard balls bopping around, is entirely and absolutely wrong; the basic ontological reality, to the best of anyone's present knowledge, is a joint configuration space.  These configurations have mathematical identities like "A particle here, a particle there", rather than "particle 1 here, particle 2 there" and the difference is experimentally testable.  What might appear to be a little billiard ball, like an electron caught in a trap, is actually a multiplicative factor in a wavefunction that happens to approximately factor.  The factorization of 18 includes two factors of 3, not one factor of 3, but this doesn't mean the two 3s have separate individual identities - quantum mechanics is sort of like that.  (If that didn't make any sense to you, sorry; you need to have followed the series on quantum physics.)
 In Identity Isn't In Specific Atoms, we took this counterintuitive truth of physical ontology, and proceeded to kick hell out of an intuitive concept of personal identity that depends on being made of the "same atoms" - the intuition that you are the same person, if you are made out of the same pieces.  But because the brain doesn't repeat its exact state (let alone the whole universe), the joint configuration space which underlies you, is nonoverlapping from one fraction of a second to the next.  Or even from one Planck interval to the next.  I.e., "you" of now and "you" of one second later do not have in common any ontologically basic elements with a shared persistent identity.
Just from standard quantum mechanics, we can see immediately that some of the standard thought-experiments used to pump intuitions in philosophical discussions of identity, are physical nonsense.  For example, there is a thought experiment that runs like this:
"The Scanner here on Earth will destroy my brain and body, while recording the exact states of all my cells.  It will then transmit this information by radio.  Travelling at the speed of light, the message will take three minutes to reach the Replicator on Mars.  This will then create, out of new matter, a brain and body exactly like mine.  It will be in this body that I shall wake up."

This is Derek Parfit in the excellent Reasons and Persons, p. 199 - note that Parfit is describing thought experiments, not necessarily endorsing them.
 There is an argument which Parfit describes (but does not himself endorse), and which I have seen many people spontaneously invent, which says (not a quote):
Ah, but suppose an improved Scanner were invented, which scanned you non-destructively, but still transmitted the same information to Mars .  Now, clearly, in this case, you, the original have simply stayed on Earth, and the person on Mars is only a copy.  Therefore this teleporter is actually murder and birth, not travel at all - it destroys the original, and constructs a copy!

Well, but who says that if we build an exact copy of you, one version is the privileged original and the other is just a copy?  Are you under the impression that one of these bodies is constructed out of the original atoms - that it has some kind of physical continuity the other does not possess?  But there is no such thing as a particular atom, so the original-ness or new-ness  of the person can't depend on the original-ness or new-ness of the atoms.
 (If you are now saying, "No, you can't distinguish two electrons yet, but that doesn't mean they're the same entity -" then you have not been following the series on quantum mechanics, or you need to reread it.  Physics does not work the way you think it does.  There are no little billiard balls bouncing around down there.)
 If you further realize that, as a matter of fact, you are splitting all the time due to ordinary decoherence, then you are much more likely to look at this thought experiment and say:  "There is no copy; there are two originals."
 Intuitively, in your imagination, it might seem that one billiard ball stays in the same place on Earth, and another billiard ball has popped into place on Mars; so one is the "original", and the other is the "copy".  But at a fundamental level, things are not made out of billiard balls.
 A sentient brain constructed to atomic precision, and copied with atomic precision, could undergo a quantum evolution along with its "copy", such that, afterward, there would exist no fact of the matter as to which of the two brains was the "original".  In some Feynman diagrams they would exchange places, in some Feynman diagrams not.  The two entire brains would be, in aggregate, identical particles with no individual identities.
 Parfit, having discussed the teleportation thought experiment, counters the intuitions of physical continuity with a different set of thought experiments:
"Consider another range of possible cases: the Physical Spectrum.  These cases involve all of the different possible degrees of physical continuity...
 "In a case close to the near end, scientists would replace 1% of the cells in my brain and body with exact duplicates.  In the case in the middle of the spectrum, they would replace 50%.  In a case near the far end, they would replace 99%, leaving only 1% of my original brain and body.  At the far end, the 'replacement' would involve the complete destruction of my brain and body, and the creation out of new organic matter of a Replica of me."
  (Reasons and Persons, p. 234.)

Parfit uses this to argue against the intuition of physical continuity pumped by the first experiment: if your identity depends on physical continuity, where is the exact threshold at which you cease to be "you"?
 By the way, although I'm criticizing Parfit's reasoning here, I really liked Parfit's discussion of personal identity.  It really surprised me.  I was expecting a rehash of the same arguments I've seen on transhumanist mailing lists over the last decade or more.  Parfit gets much further than I've seen the mailing lists get.  This is a sad verdict for the mailing lists.  And as for Reasons and Persons, it well deserves its fame.
 But although Parfit executed his arguments competently and with great philosophical skill, those two particular arguments (Parfit has lots more!) are doomed by physics.
 There just is no such thing as "new organic matter" that has a persistent identity apart from "old organic matter".  No fact of the matter exists, as to which electron is which, in your body on Earth or your body on Mars.  No fact of the matter exists, as to how many electrons in your body have been "replaced" or "left in the same place".  So both thought experiments are physical nonsense.

Parfit seems to be enunciating his own opinion here (not Devil's advocating) when he says:
"There are two kinds of sameness, or identity.  I and my Replica are qualitatively identical, or exactly alike.  But we may not be numerically identical, one and the same person.  Similarly, two white billiard balls are not numerically but may be qualitatively identical.  If I paint one of these balls red, it will cease to be qualitatively identical with itself as it was.  But the red ball that I later see and the white ball that I painted red are numerically identical.  They are one and the same ball." (p. 201.)

In the human imagination, the way we have evolved to imagine things, we can imagine two qualitatively identical billiard balls that have a further fact about them - their persistent identity - that makes them distinct.
 But it seems to be a basic lesson of physics that "numerical identity" just does not exist.  Where "qualitative identity" exists, you can set up quantum evolutions that refute the illusion of individuality - Feynman diagrams that sum over different permutations of the identicals.
 We should always have been suspicious of "numerical identity", since it was not experimentally detectable; but physics swoops in and drop-kicks the whole argument out the window.
 Parfit p. 241:
"Reductionists admit that there is a difference between numerical identity and exact similarity.  In some cases, there would be a real difference between some person's being me, and his being someone else who is merely exactly like me."

This reductionist admits no such thing.
 Parfit even describes a wise-seeming reductionist refusal to answer questions as to when one person becomes another, when you are "replacing" the atoms inside them.  P. 235:
(The reductionist says:)  "The resulting person will be psychologically continuous with me as I am now.  This is all there is to know.  I do not know whether the resulting person will be me, or will be someone else who is merely exactly like me.  But this is not, here, a real question, which must have an answer.  It does not describe two different possibilities, one of which must be true.  It is here an empty question.  There is not a real difference here between the resulting person's being me, and his being someone else.  This is why, even though I do not know whether I am about to die, I know everything."

Almost but not quite reductionist enough!  When you master quantum mechanics, you see that, in the thought experiment where your atoms are being "replaced" in various quantities by "different" atoms, nothing whatsoever is actually happening - the thought experiment itself is physically empty.
 So this reductionist, at least, triumphantly says - not, "It is an empty question; I know everything that there is to know, even though I don't know if I will live or die" - but simply, "I will live; nothing happened."
 This whole episode is one of the main reasons why I hope that when I really understand matters such as these, and they have ceased to be mysteries unto me, that I will be able to give definite answers to questions that seem like they ought to have definite answers.
 And it is a reason why I am suspicious, of philosophies that too early - before the dispelling of mystery - say, "There is no answer to the question."  Sometimes there is no answer, but then the absence of the answer comes with a shock of understanding, a click like thunder, that makes the question vanish in a puff of smoke.  As opposed to a dull empty sort of feeling, as of being told to shut up and stop asking questions.
 And another lesson:  Though the thought experiment of having atoms "replaced" seems easy to imagine in the abstract, anyone knowing a fully detailed physical visualization would have immediately seen that the thought experiment was physical nonsense.  Let zombie theorists take note!
 Additional physics can shift our view of identity even further:
 In Timeless Physics, we looked at a speculative, but even more beautiful view of quantum mechanics:  We don't need to suppose the amplitude distribution over the configuration space is changing, since the universe never repeats itself.  We never see any particular joint configuration (of the whole universe) change amplitude from one time to another; from one time to another, the universe will have expanded.  There is just a timeless amplitude distribution (aka wavefunction) over a configuration space that includes compressed configurations of the universe (early times) and expanded configurations of the universe (later times).
 Then we will need to discover people and their identities embodied within a timeless set of relations between configurations that never repeat themselves, and never change from one time to another.
 As we saw in Timeless Beauty, timeless physics is beautiful because it would make everything that exists either perfectly global - like the uniform, exceptionless laws of physics that apply everywhere and everywhen - or perfectly local - like points in the configuration space that only affect or are affected by their immediate local neighborhood.  Everything that exists fundamentally, would be qualitatively unique: there would never be two fundamental entities that have the same properties but are not the same entity.
 (Note:  The you on Earth, and the you on Mars, are not ontologically basic.  You are factors of a joint amplitude distribution that is ontologically basic.  Suppose the integer 18 exists: the factorization of 18 will include two factors of 3, not one factor of 3.  This does not mean that inside the Platonic integer 18 there are two little 3s hanging around with persistent identities, living in different houses.)
 We also saw in Timeless Causality that the end of time is not necessarily the end of cause and effect; causality can be defined (and detected statistically!) without mentioning "time".  This is important because it preserves arguments about personal identity that rely on causal continuity rather than "physical continuity".
 Previously I drew this diagram of you in a timeless, branching universe:
 [image: Manybranches4] 
 To understand many-worlds:  The gold head only remembers the green heads, creating the illusion of a unique line through time, and the intuitive question, "Where does the line go next?"  But it goes to both possible futures, and both possible futures will look back and see a single line through time.  In many-worlds, there is no fact of the matter as to which future you personally will end up in.  There is no copy; there are two originals.
 To understand timeless physics:  The heads are not popping in and out of existence as some Global Now sweeps forward.  They are all just there, each thinking that now is a different time.
 In Timeless Causality I drew this diagram:
 [image: Causeright] 
 This was part of an illustration of how we could statistically distinguish left-flowing causality from right-flowing causality - an argument that cause and effect could be defined relationally, even the absence of a changing global time.  And I said that, because we could keep cause and effect as the glue that binds configurations together, we could go on trying to identify experiences with computations embodied in flows of amplitude, rather than having to identify experiences with individual configurations.
 But both diagrams have a common flaw: they show discrete nodes, connected by discrete arrows.  In reality, physics is continuous.
 So if you want to know "Where is the computation?  Where is the experience?" my best guess would be to point to something like a directional braid:
 [image: Braid_2] 
 This is not a braid of moving particles.  This is a braid of interactions within close neighborhoods of timeless configuration space.
 [image: Braidslice] 
 Every point intersected by the red line is unique as a mathematical entity; the points are not moving from one time to another.  However, the amplitude at different points is related by physical laws; and there is a direction of causality to the relations.
 You could say that the amplitude is flowing, in a river that never changes, but has a direction.
 Embodied in this timeless flow are computations; within the computations, experiences.  The experiences' computations' configurations might even overlap each other:
 
 [image: Braidtime_2] 
 In the causal relations covered by the rectangle 1, there would be one moment of Now; in the causal relations covered by the rectangle 2, another moment of Now.  There is a causal direction between them: 1 is the cause of 2, not the other way around.  The rectangles overlap - though I really am not sure if I should be drawing them with overlap or not - because the computations are embodied in some of the same configurations.  Or if not, there is still causal continuity because the end state of one computation is the start state of another.
 But on an ontologically fundamental level, nothing with a persistent identity moves through time.
 Even the braid itself is not ontologically fundamental; a human brain is a factor of a larger wavefunction that happens to factorize.
 Then what is preserved from one time to another?  On an ontologically basic level, absolutely nothing.
 But you will recall that I earlier talked about any perturbation which does not disturb your internal narrative, almost certainly not being able to disturb whatever is the true cause of your saying "I think therefore I am" - this is why you can't leave a person physically unaltered, and subtract their consciousness.  When you look at a person on the level of organization of neurons firing, anything which does not disturb, or only infinitesimally disturbs, the pattern of neurons firing - such as flipping a switch from across the room - ought not to disturb your consciousness, or your personal identity.
 If you were to describe the brain on the level of neurons and synapses, then this description of the factor of the wavefunction that is your brain, would have a very great deal in common, across different cross-sections of the braid.  The pattern of synapses would be "almost the same" - that is, the description would come out almost the same - even though, on an ontologically basic level, nothing that exists fundamentally is held in common between them.  The internal narrative goes on, and you can see it within the vastly higher-level view of the firing patterns in the connection of synapses.  The computational pattern computes, "I think therefore I am".  The narrative says, today and tomorrow, "I am Eliezer Yudkowsky, I am a rationalist, and I have something to protect."  Even though, in the river that never flows, not a single drop of water is shared between one time and another.
 If there's any basis whatsoever to this notion of "continuity of consciousness" - I haven't quite given up on it yet, because I don't have anything better to cling to - then I would guess that this is how it works.
 Oh... and I promised you a real-world application, didn't I?
 Well, here it is:
 Many throughout time, tempted by the promise of immortality, have consumed strange and often fatal elixirs; they have tried to bargain with devils that failed to appear; and done many other silly things.
 But like all superpowers, long-range life extension can only be acquired by seeing, with a shock, that some way of getting it is perfectly normal.
 If you can see the moments of now braided into time, the causal dependencies of future states on past states, the high-level pattern of synapses and the internal narrative as a computation within it - if you can viscerally dispel the classical hallucination of a little billiard ball that is you, and see your nows strung out in the river that never flows - then you can see that signing up for cryonics, being vitrified in liquid nitrogen when you die, and having your brain nanotechnologically reconstructed fifty years later, is actually less of a change than going to sleep, dreaming, and forgetting your dreams when you wake up.
 You should be able to see that, now, if you've followed through this whole series.  You should be able to get it on a gut level - that being vitrified in liquid nitrogen for fifty years (around 3e52 Planck intervals) is not very different from waiting an average of 2e26 Planck intervals between neurons firing, on the generous assumption that there are a hundred trillion synapses firing a thousand times per second.  You should be able to see that there is nothing preserved from one night's sleep to the morning's waking, which cryonic suspension does not preserve also.  Assuming the vitrification technology is good enough for a sufficiently powerful Bayesian superintelligence to look at your frozen brain, and figure out "who you were" to the same resolution that your morning's waking self resembles the person who went to sleep that night.
 Do you know what it takes to securely erase a computer's hard drive?  Writing it over with all zeroes isn't enough.  Writing it over with all zeroes, then all ones, then a random pattern, isn't enough.  Someone with the right tools can still examine the final state of a section of magnetic memory, and distinguish the state, "This was a 1 written over by a 1, then a 0, then a 1" from "This was a 0 written over by a 1, then a 0, then a 1".  The best way to securely erase a computer's hard drive is to destroy it with thermite.
 I really don't think that carefully vitrifying a brain to prevent ice crystal formation and then freezing it in liquid nitrogen is going to be a secure erase procedure, if you can examine atomic-level differences in the synapses.
 Someone hears about cryonics and thinks for 10 seconds and says, "But if you're frozen and then revived, are you really the same person?"
 And if they happened to know all about quantum physics and could apply the abstract knowledge to real life, and they had followed the whole debate about zombies and resolved it against epiphenomenalism in general, then they would be able to visualize the braids in the river that never flows, and say, "Yes."
 But this knowledge is not common.
 So they die.
 There are numerous other reasons that people seize on, when they search for a rationalization for a negative initial flinch against cryonics.  And numerous other knowledges that would be required to answer those objections.  "But wouldn't it be boring to live such a long time?"  (Can be answered if you know hedonic psychology, and have developed a theory of fun, and can visualize accessible fun spaces that increase in volume with increasing intelligence.)  "Why would future civilizations bother to revive me?"  (Requires understanding either economic growth diminishing the cost, or knowledge of history and how societies have become kinder over time, or knowing about Friendly AI.)  "Isn't it wrong to live so long?"  (Requires knowing about the "sour grapes" bias.  See also transhumanism as simplified humanism and the meaning that immortality gives to life.)  Then there's the meta-knowledge of how to question all these deeply wise cached thoughts that pop into your head about the futility of life; and the ability to do things that might make people look at you weird, and so on...
 Some of these are series of posts I haven't done yet.  But if you anticipate updating your probabilities when you read those future posts, then you should update them now.  Or, if you prefer, trust me:
 If you would rather live happily ever after, than die, and you are willing to spend between $300 and $2000 per year(*) to express this preference, then sign up for cryonics.
 If you've been cryocrastinating, putting off signing up for cryonics "until later", don't think that you've "gotten away with it so far".  Many worlds, remember?  There are branched versions of you that are dying of cancer, and not signed up for cryonics, and it's too late for them to get life insurance.
  See, knowing about many worlds can help you visualize probabilities as frequencies, because they usually are.
  It might encourage you to get around to getting health insurance, too, or wearing a helmet on your motorcycle, or whatever: don't think you've gotten away with it so far.
  And if you're planning to play the lottery, don't think you might win this time.  A vanishingly small fraction of you wins, every time.  So either learn to discount small fractions of the future by shutting up and multiplying, or spend all your money on lottery tickets - your call.
  It is a very important lesson in rationality, that at any time, the Environment may suddenly ask you almost any question, which requires you to draw on 7 different fields of knowledge.  If you missed studying a single one of them, you may suffer arbitrarily large penalties up to and including capital punishment.  You can die for an answer you gave in 10 seconds, without realizing that a field of knowledge existed of which you were ignorant.
  This is why there is a virtue of scholarship.
 150,000 people die every day.  Some of those deaths are truly unavoidable, but most are the result of inadequate knowledge of cognitive biases, advanced futurism, and quantum mechanics.(**)
 If you disagree with my premises or my conclusion, take a moment to consider nonetheless, that the very existence of an argument about life-or-death stakes, whatever position you take in that argument, constitutes a sufficient lesson on the sudden relevance of scholarship.

(*)  The way cryonics works is that you get a life insurance policy, and the policy pays for your cryonic suspension.  The Cryonics Institute is the cheapest provider, Alcor is the high-class one.  Rudi Hoffman set up my own insurance policy, with CI.  I have no affiliate agreements with any of these entities, nor, to my knowledge, do they have affiliate agreements with anyone.  They're trying to look respectable, and so they rely on altruism and word-of-mouth to grow, instead of paid salespeople.  So there's a vastly smaller worldwide market for immortality than lung-cancer-in-a-stick.  Welcome to your Earth; it's going to stay this way until you fix it.
 (**)  Most deaths?  Yes:  If cryonics were widely seen in the same terms as any other medical procedure, economies of scale would considerably diminish the cost; it would be applied routinely in hospitals; and foreign aid would enable it to be applied even in poor countries.  So children in Africa are dying because citizens and politicians and philanthropists in the First World don't have a gut-level understanding of quantum mechanics.
 Added:  For some of the questions that are being asked, see Alcor's FAQ for scientists and Ben Best's Cryonics FAQ.

	Sequence: Quantum Physics
	Timeless Causality	Thou Art Physics

Referenced by: Why Quantum? • The Quantum Physics Sequence • Quantum Mechanics and Personal Identity • Heading Toward Morality • The Fear of Common Knowledge • Beyond the Reach of God • The Anthropic Trilemma
Original with comments: Timeless Identity
What Would You Do Without Morality?
Eliezer Yudkowsky, 29 June 2008 05:07AM
Followup to:  No Universally Compelling Arguments
 To those who say "Nothing is real," I once replied, "That's great, but how does the nothing work?"
 Suppose you learned, suddenly and definitively, that nothing is moral and nothing is right; that everything is permissible and nothing is forbidden.
 Devastating news, to be sure - and no, I am not telling you this in real life.  But suppose I did tell it to you.  Suppose that, whatever you think is the basis of your moral philosophy, I convincingly tore it apart, and moreover showed you that nothing could fill its place.  Suppose I proved that all utilities equaled zero.
 I know that Your-Moral-Philosophy is as true and undisprovable as 2 + 2 = 4.  But still, I ask that you do your best to perform the thought experiment, and concretely envision the possibilities even if they seem painful, or pointless, or logically incapable of any good reply.
 Would you still tip cabdrivers?  Would you cheat on your Significant Other?  If a child lay fainted on the train tracks, would you still drag them off?
 Would you still eat the same kinds of foods - or would you only eat the cheapest food, since there's no reason you should have fun - or would you eat very expensive food, since there's no reason you should save money for tomorrow?

 Would you wear black and write gloomy poetry and denounce all altruists as fools?  But there's no reason you should do that - it's just a cached thought.

 Would you stay in bed because there was no reason to get up?  What about when you finally got hungry and stumbled into the kitchen - what would you do after you were done eating?
 Would you go on reading Overcoming Bias, and if not, what would you read instead?  Would you still try to be rational, and if not, what would you think instead?
 Close your eyes, take as long as necessary to answer:
 What would you do, if nothing were right?

	Sequence: Metaethics
	2-Place and 1-Place Words	The Moral Void

Referenced by: The Moral Void
Original with comments: What Would You Do Without Morality?

    She has joined the Conspiracy

    
      Eliezer Yudkowsky, 13 January 2009 07:48PM
    

    
      
        [image: Kimiko]
      
    

     I have no idea whether I had anything to do with this.

    

    
      Original with comments: She has joined the Conspiracy
    

  0 And 1 Are Not Probabilities
Eliezer Yudkowsky, 10 January 2008 06:58AM
Followup to:  Infinite Certainty 
 1, 2, and 3 are all integers, and so is -4.  If you keep counting up, or keep counting down, you're bound to encounter a whole lot more integers.  You will not, however, encounter anything called "positive infinity" or "negative infinity", so these are not integers.
 Positive and negative infinity are not integers, but rather special symbols for talking about the behavior of integers.  People sometimes say something like, "5 + infinity = infinity", because if you start at 5 and keep counting up without ever stopping, you'll get higher and higher numbers without limit.  But it doesn't follow from this that "infinity - infinity = 5".  You can't count up from 0 without ever stopping, and then count down without ever stopping, and then find yourself at 5 when you're done.
 From this we can see that infinity is not only not-an-integer, it doesn't even behave like an integer.  If you unwisely try to mix up infinities with integers, you'll need all sorts of special new inconsistent-seeming behaviors which you don't need for 1, 2, 3 and other actual integers.
Even though infinity isn't an integer, you don't have to worry about being left at a loss for numbers.  Although people have seen five sheep, millions of grains of sand, and septillions of atoms, no one has ever counted an infinity of anything.  The same with continuous quantities - people have measured dust specks a millimeter across, animals a meter across, cities kilometers across, and galaxies thousands of lightyears across, but no one has ever measured anything an infinity across.  In the real world, you don't need a whole lot of infinity.
 (I should note for the more sophisticated readers in the audience that they do not need to write me with elaborate explanations of, say, the difference between ordinal numbers and cardinal numbers.  Yes, I possess various advanced set-theoretic definitions of infinity, but I don't see a good use for them in probability theory.  See below.)
 In the usual way of writing probabilities, probabilities are between 0 and 1.  A coin might have a probability of 0.5 of coming up tails, or the weatherman might assign probability 0.9 to rain tomorrow.
 This isn't the only way of writing probabilities, though.  For example, you can transform probabilities into odds via the transformation O = (P / (1 - P)).  So a probability of 50% would go to odds of 0.5/0.5 or 1, usually written 1:1, while a probability of 0.9 would go to odds of 0.9/0.1 or 9, usually written 9:1.  To take odds back to probabilities you use P = (O / (1 + O)), and this is perfectly reversible, so the transformation is an isomorphism - a two-way reversible mapping.  Thus, probabilities and odds are isomorphic, and you can use one or the other according to convenience.
 For example, it's more convenient to use odds when you're doing Bayesian updates.  Let's say that I roll a six-sided die:  If any face except 1 comes up, there's an 10% chance of hearing a bell, but if the face 1 comes up, there's a 20% chance of hearing the bell.  Now I roll the die, and hear a bell.  What are the odds that the face showing is 1?  Well, the prior odds are 1:5 (corresponding to the real number 1/5 = 0.20) and the likelihood ratio is 0.2:0.1 (corresponding to the real number 2) and I can just multiply these two together to get the posterior odds 2:5 (corresponding to the real number 2/5 or 0.40).  Then I convert back into a probability, if I like, and get (0.4 / 1.4) = 2/7 = ~29%.
 So odds are more manageable for Bayesian updates - if you use probabilities, you've got to deploy Bayes's Theorem in its complicated version.  But probabilities are more convenient for answering questions like "If I roll a six-sided die, what's the chance of seeing a number from 1 to 4?"  You can add up the probabilities of 1/6 for each side and get 4/6, but you can't add up the odds ratios of 0.2 for each side and get an odds ratio of 0.8.
 Why am I saying all this?  To show that "odd ratios" are just as legitimate a way of mapping uncertainties onto real numbers as "probabilities".  Odds ratios are more convenient for some operations, probabilities are more convenient for others.  A famous proof called Cox's Theorem (plus various extensions and refinements thereof) shows that all ways of representing uncertainties that obey some reasonable-sounding constraints, end up isomorphic to each other.
 Why does it matter that odds ratios are just as legitimate as probabilities?  Probabilities as ordinarily written are between 0 and 1, and both 0 and 1 look like they ought to be readily reachable quantities - it's easy to see 1 zebra or 0 unicorns.  But when you transform probabilities onto odds ratios, 0 goes to 0, but 1 goes to positive infinity.  Now absolute truth doesn't look like it should be so easy to reach.
 A representation that makes it even simpler to do Bayesian updates is the log odds - this is how E. T. Jaynes recommended thinking about probabilities.  For example, let's say that the prior probability of a proposition is 0.0001 - this corresponds to a log odds of around -40 decibels.  Then you see evidence that seems 100 times more likely if the proposition is true than if it is false.  This is 20 decibels of evidence.  So the posterior odds are around -40 db + 20 db = -20 db, that is, the posterior probability is ~0.01.
 When you transform probabilities to log odds, 0 goes onto negative infinity and 1 goes onto positive infinity.  Now both infinite certainty and infinite improbability seem a bit more out-of-reach. 
 In probabilities, 0.9999 and 0.99999 seem to be only 0.00009 apart, so that 0.502 is much further away from 0.503 than 0.9999 is from 0.99999.  To get to probability 1 from probability 0.99999, it seems like you should need to travel a distance of merely 0.00001.
 But when you transform to odds ratios, 0.502 and .503 go to 1.008 and 1.012, and 0.9999 and 0.99999 go to 9,999 and 99,999.  And when you transform to log odds, 0.502 and 0.503 go to 0.03 decibels and 0.05 decibels, but 0.9999 and 0.99999 go to 40 decibels and 50 decibels.
 When you work in log odds, the distance between any two degrees of uncertainty equals the amount of evidence you would need to go from one to the other.  That is, the log odds gives us a natural measure of spacing among degrees of confidence.
 Using the log odds exposes the fact that reaching infinite certainty requires infinitely strong evidence, just as infinite absurdity requires infinitely strong counterevidence.
 Furthermore, all sorts of standard theorems in probability have special cases if you try to plug 1s or 0s into them - like what happens if you try to do a Bayesian update on an observation to which you assigned probability 0.
 So I propose that it makes sense to say that 1 and 0 are not in the probabilities; just as negative and positive infinity, which do not obey the field axioms, are not in the real numbers.
 The main reason this would upset probability theorists is that we would need to rederive theorems previously obtained by assuming that we can marginalize over a joint probability by adding up all the pieces and having them sum to 1.
 However, in the real world, when you roll a die, it doesn't literally have infinite certainty of coming up some number between 1 and 6.  The die might land on its edge; or get struck by a meteor; or the Dark Lords of the Matrix might reach in and write "37" on one side.
 If you made a magical symbol to stand for "all possibilities I haven't considered", then you could marginalize over the events including this magical symbol, and arrive at a magical symbol "T" that stands for infinite certainty.
 But I would rather ask whether there's some way to derive a theorem without using magic symbols with special behaviors.  That would be more elegant.  Just as there are mathematicians who refuse to believe in double negation or infinite sets, I would like to be a probability theorist who doesn't believe in absolute certainty.
 PS:  Here's Peter de Blanc's "mathematical certainty" anecdote.  (I told him not to do it again.)

	Sequence: Overly Convenient Excuses
	Infinite Certainty	
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Self-deception: Hypocrisy or Akrasia?
Eliezer Yudkowsky, 26 March 2007 05:03PM
What are we to think when someone says with their lips that they desire truth, but by their other cognitive deeds choose comfortable illusions over reality (or comfortable cynicism over reality)?


 Robin Hanson has labeled such individuals hypocrites.  In the traditional sense of the term, a hypocrite is a moral liar: someone who says a morality which they do not, themselves, believe.  On the other hand, we don't always live up to the goals we set for ourselves.  If I really believe that I ought to exercise at least 3 times per week, but I don't always do so, am I properly termed a "hypocrite"?  The term akrasia, meaning "weakness of will" or "failure of self-control", seems more appropriate.  Even if I tell all my friends that they ought to exercise 3 times per week, that doesn't necessarily make me a hypocrite.  It's good advice.  (Now, if I claimed to always exercise 3 times per week, knowing that this claim was false, that would be dishonest.)


 Accusations of hypocrisy garner a lot more attention than accusations of akrasia - because hypocrisy is a deliberate transgression.  It is tempting to say "hypocrisy" when you really mean "akrasia", because you'll get more attention, but that can cause damage to innocent bystanders.  In akrasia, your transgression is your failure of will - it's fine that you advocate going to the gym more often, you just need to live up to the principle yourself.  In hypocrisy, the transgression is claiming to care: you have no right to publicly advocate the moral principle, because (the accuser says) you don't believe in it yourself.
Will Wilkinson asked Hanson:  "Would it be a kind of victory if people who now say that they care about truth, but who really don't, started admitting that they really don't?"


 But much more importantly: who says that people who claim to care about truth, and then deceive themselves, "really don't care" about the truth?  Why not say that they really care about the truth (as is right and proper), but they aren't living up to their own morals?


 It may be standard practice in economics to deduce "preferences" from actions rather than declarations, but that's because you're trying to predict, in a scientific sense, what the subject will do next - trying to build good economic models.  Moral philosophy is a different bag o' worms.  At the very least, it is a controversial step in moral reasoning to decide that people's emotional impulses and subconscious pressures, rather than their declarative moral reasoning processes and the words that issue from their lips, constitute their "real selves".  We should then call akrasia, not weakness of will, but strength of will.


 To put the dilemma more sharply:  The one comes before you and pleads, "I know that I have many times been guilty of self-deception.  I have bought lottery tickets, I have overestimated my driving skills, I have planned optimistically, I have refused to confront contradictory evidence.  I am weak.  And yet I desire to do better.  Will you help me?"


 So that is words issuing from the lips, which say one thing.  And it may be that the one has committed other deeds which say something else.  Who is the real person?  Does that question have an answer, or only a definition?


 I do not frame an answer.  It is only needful for me to know that something has asked for my help.  There is something here that can ally to me, in our quest for truth - whether or not you call it the "real self".  Whether or not, for that matter, you call me my "real self".  If the word "I", when I use it, does not refer to the cognitive pattern that authors these words on your computer screen, what does it refer to?  And if the words that issue from some other's lips should declare me to be a ghost, then I will seek out my fellow truthseeking ghosts, and have company in my phantom quest.

Referenced by: Fake Norms, or "Truth" vs. Truth • Inseparably Right; or, Joy in the Merely Good • Moral Error and Moral Disagreement
Original with comments: Self-deception: Hypocrisy or Akrasia?
Rationality Quotes 8
Eliezer Yudkowsky, 26 January 2008 06:00PM
"Like a lot of people in the computer industry, Keith Malinowski had spent his whole life being the smartest person in the room, and like most of his fellows the experience left him with a rather high opinion of his opinions."
        -- Rick Cook, The Wizardry Quested
 "The fact that we can become accustomed to anything, however disgusting at first, makes it necessary to examine carefully everything we have become accustomed to."
         -- George Bernard Shaw
 "Beware `we should...', extend a hand to `how do I...'"
        -- Alan Cox
 "I assign higher credibility to an institution if liberals accuse it of being conservative and conservatives accuse it of being liberal."
        -- Alex F. Bokov
 "An open mind is a great place for other people to dump their garbage."
        -- Rev. Rock, Church of the Subgenius
 
 "A.D. 1517: Martin Luther nails his 95 Theses to the church door and is promptly moderated down to (-1, Flamebait)."
        -- Yu Suzuki
 "A committee cannot be wrong - only divided. Once it resolves its division, then every part reinforces every other part and its rightness becomes unassailable."
         -- John M. Ford, The Princes of the Air
 "Gee, thanks for the elementary lesson in metaphysics. And there I thought Being was an undifferentiated unity."
        -- Mark Walker
 "The old political syllogism "something must be done: this is something: therefore this will be done" appears to be at work here, in spades."
        -- Charlie Stross
 "The fact that I beat a drum has nothing to do with the fact that I do theoretical physics. Theoretical physics is a human endeavour, one of the higher developments of human beings — and this perpetual desire to prove that people who do it are human by showing that they do other things that a few other humans do (like playing bongo drums) is insulting to me. I am human enough to tell you to go to hell."
        -- Richard Feynman
 "Java sucks.  Java on TV set top boxes will suck so hard it might well inhale people from off their sofa until their heads get wedged in the card slots."
        -- Jon Rabone
 "Susan was bright enough to know that the phrase "Someone ought to do something" was not, by itself, a helpful one. People who used it never added the rider "and that someone is me." But someone ought to do something, and right now the whole pool of someones consisted of her, and no one else."
        -- Terry Pratchett, Hogfather

Original with comments: Rationality Quotes 8
Seduced by Imagination
Eliezer Yudkowsky, 16 January 2009 03:10AM
(This post is part of the Fun Theory Sequence.)
Previously in series:  Justified Expectation of Pleasant Surprises
 "Vagueness" usually has a bad name in rationality - connoting skipped steps in reasoning and attempts to avoid falsification.  But a rational view of the Future should be vague, because the information we have about the Future is weak.  Yesterday I argued that justified vague hopes might also be better hedonically than specific foreknowledge - the power of pleasant surprises.
 But there's also a more severe warning that I must deliver:  It's not a good idea to dwell much on imagined pleasant futures, since you can't actually dwell in them.  It can suck the emotional energy out of your actual, current, ongoing life.
 Epistemically, we know the Past much more specifically than the Future.  But also on emotional grounds, it's probably wiser to compare yourself to Earth's past, so you can see how far we've come, and how much better we're doing.  Rather than comparing your life to an imagined future, and thinking about how awful you've got it Now.
 Having set out to explain George Orwell's observation that no one can seem to write about a Utopia where anyone would want to live - having laid out the various Laws of Fun that I believe are being violated in these dreary Heavens - I am now explaining why you shouldn't apply this knowledge to invent an extremely seductive Utopia and write stories set there.  That may suck out your soul like an emotional vacuum cleaner.
 
 I briefly remarked on this phenomenon earlier, and someone said, "Define 'suck out your soul'."  Well, it's mainly a tactile thing: you can practically feel the pulling sensation, if your dreams wander too far into the Future.  It's like something out of H. P. Lovecraft:  The Call of Eutopia.  A professional hazard of having to stare out into vistas that humans were meant to gaze upon, and knowing a little too much about the lighter side of existence.
 But for the record, I will now lay out the components of "soul-sucking", that you may recognize the bright abyss and steer your thoughts away:
 	Your emotional energy drains away into your imagination of Paradise: 	You find yourself thinking of it more and more often.
 	The actual challenges of your current existence start to seem less interesting, less compelling; you think of them less and less.
 	Comparing everything to your imagined perfect world heightens your annoyances and diminishes your pleasures.
 

 	You go into an affective death spiral around your imagined scenario; you're reluctant to admit anything bad could happen on your assumptions, and you find more and more nice things to say.
 	Your mind begins to forget the difference between fiction and real life: 	You originally made many arbitrary or iffy choices in constructing your scenario.  You forget that the Future is actually more unpredictable than this, and that you made your choices using limited foresight and merely human optimizing ability.
 	You forget that, in real life, at least some of your amazing good ideas are guaranteed not to work as well as they do in your imagination.
 	You start wanting the exact specific Paradise you imagined, and worrying about the disappointment if you don't get that exact thing.
 

 
Hope can be a dangerous thing.  And when you've just been hit hard - at the moment when you most need hope to keep you going - that's also when the real world seems most painful, and the world of imagination becomes most seductive.
 It's a balancing act, I think.  One needs enough Fun Theory to truly and legitimately justify hope in the future.  But not a detailed vision so seductive that it steals emotional energy from the real life and real challenge of creating that future.  You need "a light at the end of the secular rationalist tunnel" as Roko put it, but you don't want people to drift away from their bodies into that light.
 So how much light is that, exactly?  Ah, now that's the issue.
 I'll start with a simple and genuine question:  Is what I've already said, enough?
 Is knowing the abstract fun theory and being able to pinpoint the exact flaws in previous flawed Utopias, enough to make you look forward to tomorrow?  Is it enough to inspire a stronger will to live?  To dispel worries about a long dark tea-time of the soul?  Does it now seem - on a gut level - that if we could really build an AI and really shape it, the resulting future would be very much worth staying alive to see?

	Sequence: Fun Theory
	Justified Expectation of Pleasant Surprises	The Uses of Fun (Theory)
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Decoherence as Projection
Eliezer Yudkowsky, 02 May 2008 06:32AM
This post is part of the Quantum Physics Sequence.
Previously in series:  The Born Probabilities
 [image: Heisensplit] In "The So-Called Heisenberg Uncertainty Principle" we got a look at how decoherence can affect the apparent surface properties of objects:  By measuring whether a particle is to the left or right of a dividing line, you can decohere the part of the amplitude distribution on the left with the part on the right.  Separating the amplitude distribution into two parts affects its future evolution (within each component) because the two components can no longer interfere with each other.
 Yet there are more subtle ways to take apart amplitude distributions than by splitting the position basis down the middle.  And by exploring this, we rise further up the rabbit hole.
(Remember, the classical world is Wonderland, the quantum world is reality.  So when you get deeper into quantum physics, you are going up the rabbit hole, not down the rabbit hole.)
 Light has a certain quantum property called "polarization".  Of course, all known physical properties are "quantum properties", but in this case I mean that polarization neatly exhibits fundamental quantum characteristics.  I mention this, because polarization is often considered part of "classical" optics.  Why?  Because the quantum nature of polarization is so simple that it was accidentally worked out as part of classical mechanics, back when light was thought to be a wave.
 (Nobody tell the marketers, though, or we'll be wearing "quantum sunglasses".)
 I don't usually begin by discussing the astronomically high-level phenomena of macroscopic physics, but in this case, I think it will be helpful to begin with a human-world example...
 I hand you two little sheets of semi-transparent material, looking perhaps like dark plastic, with small arrows drawn in marker along the sides.  When you hold up one of the sheets in front of you, the scene through it is darker - it blocks some of the light.
 [image: 2polaroids]Now you hold up the second sheet in front of the first sheet...
 When the two arrows are aligned, pointing in the same direction, the scene is no darker than before - that is, the two sheets in series block the same amount of light as the first sheet alone.
 But as you rotate the second sheet, so that the two arrows point in increasingly different directions, the world seen through both sheets grows darker.  When the arrows are at 45° angles, the world is half as bright as when you were only holding up one sheet.
 When the two arrows are perpendicular (90°) the world is completely black.
 Then, as you continue rotating the second sheet, the world gets lighter again.  When the two arrows point in opposite directions, again the lightness is the same as for only one sheet.
 Clearly, the sheets are selectively blocking light.  Let's call the sheets "polarized filters".
 Now, you might reason something like this:  "Light is built out of two components, an up-down component and a left-right component.  When you hold up a single filter, with the arrow pointing up, it blocks out the left-right component of light, and lets only the up-down component through.  When you hold up another filter in front of the first one, and the second filter has the arrow pointing to the left (or the right), it only allows the left-right component of light, and we already blocked that out, so the world is completely dark.  And at intermediate angles, it, um, blocks some of the light that wasn't blocked already."
 So I ask, "Suppose you've already put the second filter at a 45° angle to the first filter.  Now you put up the third filter at a 45° angle to the second filter.  What do you expect to see?"
 "That's ambiguous," you say.  "Do you mean the third filter to end up at a 0° angle to the first filter, or a 90° angle to the first filter?"
 "Good heavens," I say, "I'm surprised I forgot to specify that!  Tell me what you expect either way."
 "If the third filter is at a 0° angle to the first filter," you say, "It won't block out anything the first filter hasn't blocked already.  So we'll be left with the half-light world, from the second filter being at a 45° angle to the first filter.  And if the third filter is at a 90° angle to the first filter, it will block out everything that the first filter didn't block, and the world will be completely dark."
 I hand you a third filter.  "Go ahead," I say, "Try it."
 First you set the first filter at 0° and the second filter at 45°, as your reference point.  Half the light gets through.
 [image: 3polaroids]Then you set the first filter at 0°, the second filter at 45°, and the third filter at 0°.  Now one quarter of the light gets through.
 "Huh?" you say.
 "Keep going," I reply.
 With the first filter at 0°, the second filter at 45°, and the third filter at 90°, one quarter of the light goes through.  Again.
 "Umm..." you say.  You quickly take out the second filter, and find that the world goes completely dark.  Then you put in the second filter, again at 45°, and the world resumes one-quarter illumination.
 Further investigation quickly verifies that all three filters seem to have the same basic properties - it doesn't matter what order you put them in.
 "All right," you say, "that just seems weird."  You pause.  "So it's probably something quantum."
 Indeed it is.
 Though light may seem "dim" or "bright" at the macroscopic level, you can't split it up indefinitely; you can always send a single photon into the series of filters, and ask what happens to that single photon.
 As you might suspect, if you send a single photon through the succession of three filters, you will find that - assuming the photon passes the first filter (at 0°) - the photon is observed to pass the second filter (at 45°) with 50% probability, and, if the photon does pass the second filter, then it seems to pass the third filter (at 90°) with 50% probability.
 The appearance of "probability" in deterministic amplitude evolutions, as we now know, is due to decoherence.  Each time a photon was blocked, some other you saw it go through.  Each time a photon went through, some other you saw it blocked.
 But what exactly is getting decohered?  And why does an intervening second filter at 45°, let some photons pass that would otherwise be blocked by the 0° filter plus the 90° filter?
 First:  We can represent the polarization of light as a complex amplitude for up-down plus a complex amplitude for left-right.  So polarizations might be written as (1 ; 0) or (0 ; -i) or (√.5 ; √.5), with the units (up-down ; left-right).  It is more customary to write these as column vectors, but row vectors are easier to type.
 (Note that I say that this is a way to "represent" the polarization of light.  There's nothing magical about picking up-down vs. left-right, instead of upright-downleft vs. upleft-downright.  The vectors above are written in an arbitrary but convenient basis.  This will become clearer.)
 Let's say that the first filter has its little arrow pointing right.  This doesn't mean that the filter blocks any photon whose polarization is not exactly (0 ; 1) or a multiple thereof.  But it nonetheless happens that all the photons which we see leave the first filter, will have a polarization of (0 ; 1) or some irrelevantly complex multiple thereof.  Let's just take this for granted, for the moment.  Past the first filter at 0°, we're looking at a stream of photons purely polarized in the left-right direction.
 Now the photons hit a second filter.  Let's say the second filter is at a 30° angle to the first - so the arrow written on the second filter is pointing 30° above the horizontal.
 Then each photon has a 25% probability of being blocked at the second filter, and a 75% probability of going through.
 How about if the second filter points to 20° above the horizontal?  12% probability of blockage, 88% probability of going through.
 45°, 50/50.
 The general rule is that the probability of being blocked is the squared sine of the angle, and the probability of going through is the squared cosine of the angle.
 Why?
 First, remember two rules we've picked up about quantum mechanics:  The evolution of quantum systems is linear and unitary.  When an amplitude distribution breaks into parts that then evolve separately, the components must (1) add to the original distribution and (2) have squared moduli adding to the squared modulus of the original distribution.
 So now let's consider the photons leaving the first filter, with "polarizations", quantum states, of (0 ; 1).
 To understand what happens when the second filter is set at a 45° angle, we observe... and think of this as a purely abstract statement about 2-vectors... that:
(0 ; 1) = (.5 ; .5) + (-.5 ; .5)

[image: Polardecomp]Okay, so the two vectors on the right-hand-side sum to (0 ; 1) on the left-hand-side.
 But what about the squared modulus? Just because two vectors sum to a third, doesn't mean that the squares of the first two vectors' lengths sum to the square of the third vector's length.
 The squared length of the vector (.5 ; .5) is (.5)2 + (.5)2 = .25 + .25 = 0.5.  And likewise the squared length of the vector (-.5 ; .5) is (-.5)2 + (.5)2 = 0.5.  The sum of the squares is 0.5 + 0.5 = 1.  Which matches the squared length of the vector (0 ; 1).
 [image: Polarpythagorean] So when you decompose (0 ; 1) into (.5 ; .5) + (-.5 ; .5), this obeys both linearity and unitarity:  The two parts sum to the original, and the squared modulus of the parts sums to the squared modulus of the original.
 When you interpose the second filter at an angle of 45° from the first, it decoheres the incoming amplitude of (0 ; 1) into an amplitude of (.5 ; .5) for being transmitted and an amplitude of (-.5 ; .5) for being blocked.  Taking the squared modulus of the amplitudes gives us the observed Born probabilities, i.e. fifty-fifty.
 [image: Polar3060] What if you interposed the second filter at an angle of 30° from the first?  Then that would decohere the incoming amplitude vector of (0 ; 1) into the vectors (.433 ; .75) and (-.433, .25).  The squared modulus of the first vector is .75, and the squared modulus of the second vector is .25, again summing to one.
 A polarized filter projects the incoming amplitude vector into the two sides of a right triangle that sums to the original vector, and decoheres the two components.  And so, under Born's rule, the transmission and absorption probabilities are given by the Pythagorean Theorem.
 (!)
 [image: 3polaroids_2] A filter set at 0° followed by a filter set at 90° will block all light - any photon that emerges from the first filter will have an amplitude vector of (0 ; 1), and the component in the direction of (1 ; 0) will be 0.  But suppose that instead you put an intermediate filter at 45°.  This will decohere the vector of (0 ; 1) into a transmission vector of (.5 ; .5) and an absorption amplitude of (-.5 ; .5).
 A photon that is transmitted through the 45° filter will have a polarization amplitude vector of (.5 ; .5).  (The (-.5 ; .5) component is decohered into another world where you see the photon absorbed.)
 This photon then hits the 90° filter, whose transmission amplitude is the component in the direction of (1 ; 0), and whose absorption amplitude is the component in the direction of (0 ; 1).  (.5 ; .5) has a component of (.5 ; 0) in the direction of (1 ; 0) and a component of (0 ; .5) in the direction of (0 ; 1).  So it has an amplitude of (.5 ; 0) to make it through both filters, which translates to a Born probability of .25.
 Likewise if the second filter is at -45°.  Then it decoheres the incoming (0 ; 1) into a transmission amplitude of (-.5 ; .5) and an absorption amplitude of (.5 ; .5).  When (-.5 ; .5) hits the third filter at 90°, it has a component of (-.5 ; 0) in the direction of (1 ; 0), and because these are complex numbers we're talking about, (-.5 ; 0) has a squared modulus of 0.25, that is, 25% probability to go through both filters.
 It may seem surprising that putting in an extra filter causes more photons to go through, even when you send them one at a time; but that's quantum physics for you.
 "But wait," you say, "Who needs the second filter?  Why not just use math?  The initial amplitude of (0 ; 1) breaks into an amplitude of (-.5 ; .5) + (.5 ; .5) whether or not you have the second filter there.  By linearity, the evolution of the parts should equal the evolution of the whole."
 Yes, indeed!  So, with no second filter - just the 0° filter and the 90° filter - here's how we'd do that analysis:
 First, the 0° filter decoheres off all amplitude of any incoming photons except the component in the direction of (0 ; 1).  Now we look at the photon - which has some amplitude (0 ; x) that we've implicitly been renormalizing to (0 ; 1) - and, in a purely mathematical sense, break it up into (.5x ; .5x) and (-.5x ; .5x) whose squared moduli will sum to x2.
 Now first we consider the (.5x ; .5x) component; it strikes the 90° filter which transmits the component (.5x ; 0) and absorbs the (0 ; .5x) component.
 Next we consider the (-.5x ; .5x) component.  It also strikes the 90° filter, which transmits the component (-.5x ; 0) and absorbs the component (0 ; .5x).
 [image: Polarbreakdown] Since no other particles are entangled, we have some identical configurations here:  Namely, the two configurations where the photon is transmitted, and the two configurations where the photon is absorbed.
 Summing the amplitude vectors of (.5x ; 0) and (-.5x ; 0) for transmission, we get a total amplitude vector of (0 ; 0). 
 Summing the amplitude vectors of (0 ; .5x) and (0 ; .5x) for absorption, we get an absorption amplitude of (0 ; x).
 So all photons that make it through the first filter are blocked.
 Remember Experiment 2 from way back when?  Opening up a new path to a detector can cause fewer photons to be detected, because the new path has an amplitude of opposite sign to some existing path, and they cancel out.
 In an exactly analogous manner, having a filter that sometimes absorbs photons, can cause more (individual) photons to get through a series of filters.  Think of it as decohering off a component of the amplitude that would otherwise destructively interfere with another component.
 A word about choice of basis:

 You could just as easily create a new basis in which (1 ; 0) = (.707 ; .707) and (0 ; 1) = (.707 ; -.707).  This is the upright-downleft and upleft-downright basis of which I spoke before.  .707 = √.5, so the basis vectors individually have length 1; and the dot product of the two vectors is 0, so they are orthogonal.  That is, they are "orthonormal".
 The new basis is just as valid as a compass marked NW, NE, SE, SW instead of N, E, S, W.  There isn't an absolute basis of the photon's polarization amplitude vector, any more than there's an absolute three-coordinate system that describes your location in space.  Ideally, you should see the photon's polarization as a purely abstract 2-vector in complex space.
 (One of my great "Ahas!" while reading the Feynman Lectures was the realization that, rather than a 3-vector being made out of an ordered list of 3 scalars, a 3-vector was just a pure mathematical object in a vector algebra.  If you wanted to take the 3-vector apart for some reason, you could generate an arbitrary orthonormal basis and get 3 scalars that way.  In other words, you didn't build the vector space by composing scalars - you built the decomposition from within the vector space.  I don't know if that makes any sense to my readers out there, but it was the great turning point in my relationship with linear algebra.)
 Oh, yes, and what happens if you have a complex polarization in the up-down/left-right basis, like (.707i ; .707)?  Then that corresponds to "circular polarization" or "elliptical polarization".  All the polarizations I've been talking about are "linear polarizations", where the amplitudes in the up-down/left-right basis happen to be real numbers.
 When things decohere, they decohere into pieces that add up to the original (linearity) and whose squared moduli add up to the original squared modulus (unitarity).  If the squared moduli of the pieces add up to the original squared modulus, this implies the pieces are orthogonal - that the components have inner products of zero with each other.  That is why the title of this blog post is "Decoherence as Projection".
 A word about how not to see this whole business of polarization:

 Some ancient textbooks will say that when you send a photon through a 0° filter, and it goes through, you've learned that the photon is polarized left-right rather than up-down.  Now you measure it with another filter at a 45° angle, and it goes through, so you've learned that the photon is polarized upright-downleft rather than upleft-downright.  And (says the textbook) this second measurement "destroys" the first, so that if you want to know the up-down / left-right polarization, you'll have to measure it all over again.
 Because you can't know both at the same time.
 And some of your more strident ancient textbooks will say something along the lines of: the up-down / left-right polarization no longer exists after the photon goes through the 45° filter.  It's not just unknown, it doesn't exist, and - 
 (you might think that wasn't too far from the truth)
 - it is meaningless to even talk about it.
 Okay.  That's going a bit too far.
 There are ways to use a polarizer to split a beam into two components, rather than absorbing a component and transmitting a component.
 Suppose you first send the photons through a 0° filter.  Then you send them through a 45° splitter.  Then you recombine the beams.  Then you send the photons through a 0° filter again.  All the photons that made it past the first filter, will make it past the third filter as well.  Because, of course, you've put the components back together again, and (.5 ; .5) + (-.5 ; .5) = (0 ; 1).
 This doesn't seem to square with the idea that measuring the 45° polarization automatically destroys the up-down/left-right polarization, that it isn't even meaningful to talk about it.
 Of course the one will say, "Ah, but now you no longer know which path the photon took past the splitter.  When you recombined the beams, you unmeasured the photon's 45° polarization, and the original 0° polarization popped back into existence again, and it was always meaningful to talk about it."
 O RLY?
 Anyway, that's all talk about classical surface appearances, and you've seen the underlying quantum reality.  A photon with polarization of (-.707 ; .707) has a component of (.707 ; 0) in the up-down direction and a component of (0 ; .707) in the left-right direction.  If you happened to feed it into an apparatus that decohered these two components - like a polarizing filter - then you would be able to predict the decoherent evolution as a deterministic fact about the amplitude distribution, and the Born probabilities would (deterministically if mysteriously) come out to 50/50.
 Now someone comes along and says that the result of this measurement you may or may not perform, doesn't exist or, better yet, isn't meaningful.
 It's hard to see what this startling statement could mean, let alone how it could improve your experimental predictions.  How would you falsify it? 
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Conservation of Expected Evidence
Eliezer Yudkowsky, 13 August 2007 03:55PM
Followup to:  Absence of Evidence Is Evidence of Absence.

 Friedrich Spee von Langenfeld, a priest who heard the confessions of condemned witches, wrote in 1631 the Cautio Criminalis ('prudence in criminal cases') in which he bitingly described the decision tree for condemning accused witches:  If the witch had led an evil and improper life, she was guilty; if she had led a good and proper life, this too was a proof, for witches dissemble and try to appear especially virtuous. After the woman was put in prison: if she was afraid, this proved her guilt; if she was not afraid, this proved her guilt, for witches characteristically pretend innocence and wear a bold front. Or on hearing of a denunciation of witchcraft against her, she might seek flight or remain; if she ran, that proved her guilt; if she remained, the devil had detained her so she could not get away.
 Spee acted as confessor to many witches; he was thus in a position to observe every branch of the accusation tree, that no matter what the accused witch said or did, it was held a proof against her.  In any individual case, you would only hear one branch of the dilemma.  It is for this reason that scientists write down their experimental predictions in advance.
 But you can't have it both ways - as a matter of probability theory, not mere fairness.  The rule that "absence of evidence is evidence of absence" is a special case of a more general law, which I would name Conservation of Expected Evidence:  The expectation of the posterior probability, after viewing the evidence, must equal the prior probability.
P(H) = P(H)
P(H) = P(H,E) + P(H,~E)
P(H) = P(H|E)*P(E) + P(H|~E)*P(~E)

 Therefore, for every expectation of evidence, there is an equal and opposite expectation of counterevidence. 
 If you expect a strong probability of seeing weak evidence in one direction, it must be balanced by a weak expectation of seeing strong evidence in the other direction.  If you're very confident in your theory, and therefore anticipate seeing an outcome that matches your hypothesis, this can only provide a very small increment to your belief (it is already close to 1); but the unexpected failure of your prediction would (and must) deal your confidence a huge blow.  On average, you must expect to be exactly as confident as when you started out.  Equivalently, the mere expectation of encountering evidence - before you've actually seen it - should not shift your prior beliefs.  (Again, if this is not intuitively obvious, see An Intuitive Explanation of Bayesian Reasoning.)



 So if you claim that "no sabotage" is evidence for the existence of a Japanese-American Fifth Column, you must conversely hold that seeing sabotage would argue against a Fifth Column.  If you claim that "a good and proper life" is evidence that a woman is a witch, then an evil and improper life must be evidence that she is not a witch.  If you argue that God, to test humanity's faith, refuses to reveal His existence, then the miracles described in the Bible must argue against the existence of God.
 Doesn't quite sound right, does it?  Pay attention to that feeling of this seems a little forced, that quiet strain in the back of your mind.  It's important.
 For a true Bayesian, it is impossible to seek evidence that confirms a theory.  There is no possible plan you can devise, no clever strategy, no cunning device, by which you can legitimately expect your confidence in a fixed proposition to be higher (on average) than before.  You can only ever seek evidence to test a theory, not to confirm it.
 This realization can take quite a load off your mind.  You need not worry about how to interpret every possible experimental result to confirm your theory.  You needn't bother planning how to make any given iota of evidence confirm your theory, because you know that for every expectation of evidence, there is an equal and oppositive expectation of counterevidence.  If you try to weaken the counterevidence of a possible "abnormal" observation, you can only do it by weakening the support of a "normal" observation, to a precisely equal and opposite degree.  It is a zero-sum game.  No matter how you connive, no matter how you argue, no matter how you strategize, you can't possibly expect the resulting game plan to shift your beliefs (on average) in a particular direction.
 You might as well sit back and relax while you wait for the evidence to come in.
 ...human psychology is so screwed up.
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The Allais Paradox
Eliezer Yudkowsky, 19 January 2008 03:05AM
Followup to:  But There's Still A Chance Right?, Beautiful Probability
 Choose between the following two options:
1A.  $24,000, with certainty.
1B.  33/34 chance of winning $27,000, and 1/34 chance of winning nothing.

Which seems more intuitively appealing?  And which one would you choose in real life?
Now which of these two options would you intuitively prefer, and which would you choose in real life?
2A. 34% chance of winning $24,000, and 66% chance of winning nothing.
2B. 33% chance of winning $27,000, and 67% chance of winning nothing.

The Allais Paradox - as Allais called it, though it's not really a paradox - was one of the first conflicts between decision theory and human reasoning to be experimentally exposed, in 1953.  I've modified it slightly for ease of math, but the essential problem is the same:  Most people prefer 1A > 1B, and most people prefer 2B > 2A.  Indeed, in within-subject comparisons, a majority of subjects express both preferences simultaneously.
 This is a problem because the 2s are equal to a one-third chance of playing the 1s.  That is, 2A is equivalent to playing gamble 1A with 34% probability, and 2B is equivalent to playing 1B with 34% probability.
 Among the axioms used to prove that "consistent" decisionmakers can be viewed as maximizing expected utility, is the Axiom of Independence:  If X is strictly preferred to Y, then a probability P of X and (1 - P) of Z should be strictly preferred to P chance of Y and (1 - P) chance of Z.
 All the axioms are consequences, as well as antecedents, of a consistent utility function.  So it must be possible to prove that the experimental subjects above can't have a consistent utility function over outcomes.  And indeed, you can't simultaneously have:
 	U($24,000)   >   33/34 U($27,000) + 1/34 U($0)
 	0.34 U($24,000) + 0.66 U($0)   <   0.33 U($27,000) + 0.67 U($0)

These two equations are algebraically inconsistent, regardless of U, so the Allais Paradox has nothing to do with the diminishing marginal utility of money.
 Maurice Allais initially defended the revealed preferences of the experimental subjects - he saw the experiment as exposing a flaw in the conventional ideas of utility, rather than exposing a flaw in human psychology.  This was 1953, after all, and the heuristics-and-biases movement wouldn't really get started for another two decades.  Allais thought his experiment just showed that the Axiom of Independence clearly wasn't a good idea in real life.
 (How naive, how foolish, how simplistic is Bayesian decision theory...)
 Surely, the certainty of having $24,000 should count for something.  You can feel the difference, right?  The solid reassurance?
 (I'm starting to think of this as "naive philosophical realism" - supposing that our intuitions directly expose truths about which strategies are wiser, as though it was a directly perceived fact that "1A is superior to 1B".  Intuitions directly expose truths about human cognitive functions, and only indirectly expose (after we reflect on the cognitive functions themselves) truths about rationality.)
 "But come now," you say, "is it really such a terrible thing, to depart from Bayesian beauty?"  Okay, so the subjects didn't follow the neat little "independence axiom" espoused by the likes of von Neumann and Morgenstern.  Yet who says that things must be neat and tidy?
 Why fret about elegance, if it makes us take risks we don't want?  Expected utility tells us that we ought to assign some kind of number to an outcome, and then multiply that value by the outcome's probability, add them up, etc.  Okay, but why do we have to do that?  Why not make up more palatable rules instead?
 There is always a price for leaving the Bayesian Way.  That's what coherence and uniqueness theorems are all about.
 In this case, if an agent prefers 1A > 1B, and 2B > 2A, it introduces a form of preference reversal - a dynamic inconsistency in the agent's planning.  You become a money pump.
 Suppose that at 12:00PM I roll a hundred-sided die.  If the die shows a number greater than 34, the game terminates.  Otherwise, at 12:05PM I consult a switch with two settings, A and B.  If the setting is A, I pay you $24,000.  If the setting is B, I roll a 34-sided die and pay you $27,000 unless the die shows "34", in which case I pay you nothing.
 Let's say you prefer 1A over 1B, and 2B over 2A, and you would pay a single penny to indulge each preference.  The switch starts in state A.  Before 12:00PM, you pay me a penny to throw the switch to B.  The die comes up 12.  After 12:00PM and before 12:05PM, you pay me a penny to throw the switch to A.
 I have taken your two cents on the subject.
If you indulge your intuitions, and dismiss mere elegance as a pointless obsession with neatness, then don't be surprised when your pennies get taken from you...
 (I think the same failure to proportionally devalue the emotional impact of small probabilities is responsible for the lottery.)

 
 Allais, M. (1953). Le comportement de l'homme rationnel devant le risque: Critique des postulats et axiomes de l'école américaine.  Econometrica, 21,  503-46.
  Kahneman, D. and Tversky, A. (1979.) Prospect Theory: An Analysis of Decision Under Risk. Econometrica, 47, 263-92. 
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The Baby-Eating Aliens (1/8)
Eliezer Yudkowsky, 30 January 2009 12:07PM
(Part 1 of 8 in "Three Worlds Collide")
 This is a story of an impossible outcome, where AI never worked, molecular nanotechnology never worked, biotechnology only sort-of worked; and yet somehow humanity not only survived, but discovered a way to travel Faster-Than-Light:  The past's Future.
 Ships travel through the Alderson starlines, wormholes that appear near stars.  The starline network is dense and unpredictable: more than a billion starlines lead away from Sol, but every world explored is so far away as to be outside the range of Earth's telescopes.  Most colony worlds are located only a single jump away from Earth, which remains the center of the human universe.

 From the colony system Huygens, the crew of the Giant Science Vessel Impossible Possible World have set out to investigate a starline that flared up with an unprecedented flux of Alderson force before subsiding.  Arriving, the Impossible discovers the sparkling debris of a recent nova - and -
 "ALIENS!"
 Every head swung toward the Sensory console.  But after that one cryptic outburst, the Lady Sensory didn't even look up from her console: her fingers were frantically twitching commands.
 There was a strange moment of silence in the Command Conference while every listener thought the same two thoughts in rapid succession:
 Is she nuts?  You can't just say "Aliens!", leave it at that, and expect everyone to believe you.  Extraordinary claims require extraordinary evidence -
 And then,
 They came to look at the nova too!

 
 In a situation like this, it befalls the Conference Chair to speak first.
 "What?  SHIT!" shouted Akon, who didn't realize until later that his words would be inscribed for all time in the annals of history.  Akon swung around and looked frantically at the main display of the Command Conference.  "Where are they?"
 The Lady Sensory looked up from her console, fingers still twitching.  "I - I don't know, I just picked up an incoming high-frequency signal - they're sending us enormous amounts of data, petabytes, I had to clear long-term memory and set up an automatic pipe or risk losing the whole -"
 "Found them!" shouted the Lord Programmer.  "I searched through our Greater Archive and turned up a program to look for anomalous energy sources near local starlines.  It's from way back from the first days of exploration, but I managed to find an emulation program for -"
 "Just show it!"  Akon took a deep breath, trying to calm himself.
 The main display swiftly scanned across fiery space and settled on... a set of windows into fire, the fire of space shattered by the nova, but then shattered again into triangular shards.
 It took Akon a moment to realize that he was looking at an icosahedron of perfect mirrors.
 Huh, thought Akon, they're lower-tech than us.  Their own ship, the Impossible, was absorbing the vast quantities of local radiation and dumping it into their Alderson reactor; the mirror-shielding seemed a distinctly inferior solution.  Unless that's what they want us to think...
 "Deflectors!" shouted the Lord Pilot suddenly.  "Should I put up deflectors?"
 "Deflectors?" said Akon, startled.
 The Pilot spoke very rapidly.  "Sir, we use a self-sustaining Alderson reaction to power our starline jumps and our absorbing shields.  That same reaction could be used to emit a directed beam that would snuff a similar reaction - the aliens are putting out their own Alderson emissions, they could snuff our absorbers at any time, and the nova ashes would roast us instantly - unless I configure a deflector -"
 The Ship's Confessor spoke, then.  "Have the aliens put up deflectors of their own?"
 Akon's mind seemed to be moving very slowly, and yet the essential thoughts felt, somehow, obvious.  "Pilot, set up the deflector program but don't activate it until I give the word.  Sensory, drop everything else and tell me whether the aliens have put up their own deflectors."
 Sensory looked up.  Her fingers twitched only briefly through a few short commands.  Then, "No," she said.
 "Then I think," Akon said, though his spine felt frozen solid, "that we should not be the first to put this interaction on a... combative footing.  The aliens have made a gesture of goodwill by leaving themselves vulnerable.  We must reciprocate."  Surely, no species would advance far enough to colonize space without understanding the logic of the Prisoner's Dilemma...
 "You assume too much," said the Ship's Confessor.  "They are aliens."
 "Not much goodwill," said the Pilot.  His fingers were twitching, not commands, but almost-commands, subvocal thoughts.  "The aliens' Alderson reaction is weaker than ours by an order of magnitude.  We could break any shield they could put up.  Unless they struck first.  If they leave their deflectors down, they lose nothing, but they invite us to leave our own down -"
 "If they were going to strike first," Akon said, "they could have struck before we even knew they were here.  But instead they spoke."  Surely, oh surely, they understand the Prisoner's Dilemma.
 "Maybe they hope to gain information and then kill us," said the Pilot.  "We have technology they want.  That enormous message - the only way we could send them an equivalent amount of data would be by dumping our entire Local Archive.  They may be hoping that we feel the emotional need to, as you put it, reciprocate -"
 "Hold on," said the Lord Programmer suddenly.  "I may have managed to translate their language."
 You could have heard a pin dropping from ten lightyears away.
 The Lord Programmer smiled, ever so slightly.  "You see, that enormous dump of data they sent us - I think that was their Local Archive, or equivalent.  A sizable part of their Net, anyway.  Their text, image, and holo formats are utterly straightforward - either they don't bother compressing anything, or they decompressed it all for us before they sent it.  And here's the thing: back in the Dawn era, when there were multiple human languages, there was this notion that people had of statistical language translation.  Now, the classic method used a known corpus of human-translated text.  But there were successor methods that tried to extend the translation further, by generating semantic skeletons and trying to map the skeletons themselves onto one another.  And there are also ways of automatically looking for similarity between images or holos.  Believe it or not, there was a program already in the Archive for trying to find points of linkage between an alien corpus and a human corpus, and then working out from there to map semantic skeletons... and it runs quickly, since it's designed to work on older computer systems.  So I ran the program, it finished, and it's claiming that it can translate the alien language with 70% confidence.  Could be a total bug, of course.  But the aliens sent a second message that followed their main data dump - short, looks like text-only.  Should I run the translator on that, and put the results on the main display?"
 Akon stared at the Lord Programmer, absorbing this, and finally said, "Yes."
 "All right," said the Lord Programmer, "here goes machine learning," and his fingers twitched once.
 Over the icosahedron of fractured fire, translucent letters appeared:
 THIS VESSEL IS THE OPTIMISM OF THE CENTER OF THE VESSEL PERSON
 YOU HAVE NOT KICKED US
 THEREFORE YOU EAT BABIES
 WHAT IS OURS IS YOURS, WHAT IS YOURS IS OURS
 "Stop that laughing," Akon said absentmindedly, "it's distracting."  The Conference Chair pinched the bridge of his nose.  "All right.  That doesn't seem completely random.  The first line... is them identifying their ship, maybe.  Then the second line says that we haven't opened fire on them, or that they won't open fire on us - something like that.  The third line, I have absolutely no idea.  The fourth... is offering some kind of reciprocal trade -"  Akon stopped then.  So did the laughter.
 "Would you like to send a return message?" said the Lord Programmer.
 Everyone looked at him.  Then everyone looked at Akon.
 Akon thought about that very carefully.  Total silence for a lengthy period of time might not be construed as friendly by a race that had just talked at them for petabytes.
 "All right," Akon said.  He cleared his throat.  "We are still trying to understand your language.  We do not understand well.  We are trying to translate.  We may not translate correctly.  These words may not say what we want them to say.  Please do not be offended.  This is the research vessel named quote Impossible Possible World unquote.  We are pleased to meet you.  We will assemble data for transmission to you, but do not have it ready."  Akon paused.  "Send them that.  If you can make your program translate it three different plausible ways, do that too - it may make it clearer that we're working from an automatic program."
 The Lord Programmer twitched a few more times, then spoke to the Lady Sensory.  "Ready."
 "Are you really sure this is a good idea?" said Sensory doubtfully.
 Akon sighed.  "No.  Send the message."
 For twenty seconds after, there was silence.  Then new words appeared on the display:
 WE ARE GLAD TO SEE YOU CANNOT BE DONE
 YOU SPEAK LIKE BABY CRUNCH CRUNCH
 WITH BIG ANGELIC POWERS
 WE WISH TO SUBSCRIBE TO YOUR NEWSLETTER
 "All right," Akon said, after a while.  It seemed, on the whole, a positive response.  "I expect a lot of people are eager to look at the alien corpus.  But I also need volunteers to hunt for texts and holo files in our own Archive.  Which don't betray the engineering principles behind any technology we've had for less than, say," Akon thought about the mirror shielding and what it implied, "a hundred years.  Just showing that it can be done... we won't try to avoid that, but don't give away the science..."


A day later, the atmosphere at the Command Conference was considerably more tense.
 Bewilderment.  Horror.  Fear.  Numbness.  Refusal.  And in the distant background, slowly simmering, a dangerous edge of rising righteous fury.
 "First of all," Akon said.  "First of all.  Does anyone have any plausible hypothesis, any reasonable interpretation of what we know, under which the aliens do not eat their own children?"
 "There is always the possibility of misunderstanding," said the former Lady Psychologist, who was now, suddenly and abruptly, the lead Xenopsychologist of the ship, and therefore of humankind.  "But unless the entire corpus they sent us is a fiction... no."
 The alien holos showed tall crystalline insectile creatures, all flat planes and intersecting angles and prismatic refractions, propelling themselves over a field of sharp rocks: the aliens moved like hopping on pogo sticks, bouncing off the ground using projecting limbs that sank into their bodies and then rebounded.  There was a cold beauty to the aliens' crystal bodies and their twisting rotating motions, like screensavers taking on sentient form.
 And the aliens bounded over the sharp rocks toward tiny fleeing figures like delicate spherical snowflakes, and grabbed them with pincers, and put them in their mouths.  It was a central theme in holo after holo.
 The alien brain was much smaller and denser than a human's.  The alien children, though their bodies were tiny, had full-sized brains.  They could talk.  They protested as they were eaten, in the flickering internal lights that the aliens used to communicate.  They screamed as they vanished into the adult aliens' maws.
 Babies, then, had been a mistranslation:   Preteens would have been more accurate.
 Still, everyone was calling the aliens Babyeaters.
 The children were sentient at the age they were consumed.  The text portions of the corpus were very clear about that.  It was part of the great, the noble, the most holy sacrifice.  And the children were loved: this was part of the central truth of life, that parents could overcome their love and engage in the terrible winnowing.  A parent might spawn a hundred children, and only one in a hundred could survive - for otherwise they would die later, of starvation...
 When the Babyeaters had come into their power as a technological species, they could have chosen to modify themselves - to prevent all births but one.
 But this they did not choose to do.
 For that terrible winnowing was the central truth of life, after all.
 The one now called Xenopsychologist had arrived to the Huygens system with the first colonization vessel.  Since then she had spent over one hundred years practicing the profession of psychology, earning the rare title of Lady.  (Most people got fed up and switched careers after no more than fifty, whatever their first intentions.)  Now, after all that time, she was simply the Xenopsychologist, no longer a Lady of her profession.  Being the first and only Xenopsychologist made no difference; the hundred-year rule for true expertise was not a rule that anyone could suspend.  If she was the foremost Xenopsychologist of humankind, then also she was the least, the most foolish and the most ignorant.  She was only an apprentice Xenopsychologist, no matter that there were no masters anywhere.  In theory, her social status should have been too low to be seated at the Conference Table.  In theory.
 The Xenopsychologist was two hundred and fifty years old.  She looked much older, now, as as she spoke.  "In terms of evolutionary psychology... I think I understand what happened.  The ancestors of the Babyeaters were a species that gave birth to hundreds of offspring in a spawning season, like Terrestrial fish; what we call r-strategy reproduction.  But the ancestral Babyeaters discovered... crystal-tending, a kind of agriculture... long before humans did.  They were around as smart as chimpanzees, when they started farming.  The adults federated into tribes so they could guard territories and tend crystal.  They adapted to pen up their offspring, to keep them around in herds so they could feed them.  But they couldn't produce enough crystal for all the children.
 "It's a truism in evolutionary biology that group selection can't work among non-relatives.  The exception is if there are enforcement mechanisms, punishment for defectors - then there's no individual advantage to cheating, because you get slapped down.  That's what happened with the Babyeaters.  They didn't restrain their individual reproduction because the more children they put in the tribal pen, the more children of theirs were likely to survive.  But the total production of offspring from the tribal pen was greater, if the children were winnowed down, and the survivors got more individual resources and attention afterward.  That was how their species began to shift toward a k-strategy, an individual survival strategy.  That was the beginning of their culture.
 "And anyone who tried to cheat, to hide away a child, or even go easier on their own children during the winnowing - well, the Babyeaters treated the merciful parents the same way that human tribes treat their traitors.
 "They developed psychological adaptations for enforcing that, their first great group norm.  And those psychological adaptations, those emotions, were reused over the course of their evolution, as the Babyeaters began to adapt to their more complex societies.  Honor, friendship, the good of our tribe - the Babyeaters acquired many of the same moral adaptations as humans, but their brains reused the emotional circuitry of infanticide to do it.
 "The Babyeater word for good means, literally, to eat children."
 The Xenopsychologist paused there, taking a sip of water.  Pale faces looked back at her from around the table.
 The Lady Sensory spoke up.  "I don't suppose... we could convince them they were wrong about that?"
 The Ship's Confessor was robed and hooded in silver, indicating that he was there formally as a guardian of sanity.  His voice was gentle, though, as he spoke:  "I don't believe that's how it works."
 "Even if you could persuade them, it might not be a good idea," said the Xenopsychologist.  "If you convinced the Babyeaters to see it our way - that they had committed a wrong of that magnitude - there isn't anything in the universe that could stop them from hunting down and exterminating themselves.  They don't have a concept of forgiveness; their only notion of why someone might go easy on a transgressor, is to spare an ally, or use them as a puppet, or being too lazy or cowardly to carry out the vengeance.  The word for wrong is the same symbol as mercy, you see."  The Xenopsychologist shook her head.  "Punishment of non-punishers is very much a way of life, with them.  A Manichaean, dualistic view of reality.  They may have literally believed that we ate babies, at first, just because we didn't open fire on them."
 Akon frowned.  "Do you really think so?  Wouldn't that make them... well, a bit unimaginative?"
 The Ship's Master of Fandom was there; he spoke up.  "I've been trying to read Babyeater literature," he said.  "It's not easy, what with all the translation difficulties," and he sent a frown at the Lord Programmer, who returned it.  "In one sense, we're lucky enough that the Babyeaters have a concept of fiction, let alone science fiction -"
 "Lucky?" said the Lord Pilot.  "You've got to have an imagination to make it to the stars.  The sort of species that wouldn't invent science fiction, probably wouldn't even invent the wheel -"
 "But," interrupted the Master, "just as most of their science fiction deals with crystalline entities - the closest they come to postulating human anatomy, in any of the stories I've read, was a sort of giant sentient floppy sponge - so too, nearly all of the aliens their explorers meet, eat their own children.  I doubt the authors spent much time questioning the assumption; they didn't want anything so alien that their readers couldn't empathize.  The purpose of storytelling is to stimulate the moral instincts, which is why all stories are fundamentally about personal sacrifice and loss - that's their theory of literature.  Though you can find stories where the wise, benevolent elder aliens explain how the need to control tribal population is the great selective transition, and how no species can possibly evolve sentience and cooperation without eating babies, and even if they did, they would war among themselves and destroy themselves."
 "Hm," said the Xenopsychologist.  "The Babyeaters might not be too far wrong - stop staring at me like that, I don't mean it that way.  I'm just saying, the Babyeater civilization didn't have all that many wars.  In fact, they didn't have any wars at all after they finished adopting the scientific method.  It was the great watershed moment in their history - the notion of a reasonable mistake, that you didn't have to kill all the adherents of a mistaken hypothesis.  Not because you were forgiving them, but because they'd made the mistake by reasoning on insufficient data, rather than any inherent flaw.  Up until then, all wars were wars of total extermination - but afterward, the theory was that if a large group of people could all do something wrong, it was probably a reasonable mistake.  Their conceptualization of probability theory - of a formally correct way of manipulating uncertainty - was followed by the dawn of their world peace."
 "But then -" said the Lady Sensory.
 "Of course," added the Xenopsychologist, "anyone who departs from the group norm due to an actual inherent flaw still has to be destroyed.  And not everyone agreed at first that the scientific method was moral - it does seem to have been highly counterintuitive to them - so their last war was the one where the science-users killed off all the nonscientists.  After that, it was world peace."
 "Oh," said the Lady Sensory softly.
 "Yes," the Xenopsychologist said, "after that, all the Babyeaters banded together as a single super-group that only needed to execute individual heretics.  They now have a strong cultural taboo against wars between tribes."
 "Unfortunately," said the Master of Fandom, "that taboo doesn't let us off the hook.  You can also find science fiction stories - though they're much rarer - where the Babyeaters and the aliens don't immediately join together into a greater society.  Stories of horrible monsters who don't eat their children.  Monsters who multiply like bacteria, war among themselves like rats, hate all art and beauty, and destroy everything in their pathway.  Monsters who have to be exterminated down to the last strand of their DNA - er, last nucleating crystal."
 Akon spoke, then.  "I accept full responsibility," said the Conference Chair, "for the decision to send the Babyeaters the texts and holos we did.  But the fact remains that they have more than enough information about us to infer that we don't eat our children.  They may be able to guess how we would see them.  And they haven't sent anything to us, since we began transmitting to them."
 "So the question then is - now what?"
 To be continued...
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Ask OB: Leaving the Fold
Eliezer Yudkowsky, 09 November 2008 06:08PM
Followup to:  Crisis of Faith
 I thought this comment from "Jo" deserved a bump to the front page:
 "So here I am having been raised in the Christian faith and trying not to freak out over the past few weeks because I've finally begun to wonder whether I believe things just because I was raised with them. Our family is surrounded by genuinely wonderful people who have poured their talents into us since we were teenagers, and our social structure and business rests on the tenets of what we believe. I've been trying to work out how I can 'clear the decks' and then rebuild with whatever is worth keeping, yet it's so foundational that it will affect my marriage (to a pretty special man) and my daughters who, of course, have also been raised to walk the Christian path.
 Is there anyone who's been in this position - really, really invested in a faith and then walked away?"


Handling this kind of situation has to count as part of the art.  But I haven't gone through anything like this.  Can anyone with experience advise Jo on what to expect, what to do, and what not to do?

Original with comments: Ask OB: Leaving the Fold
Hot Air Doesn't Disagree
Eliezer Yudkowsky, 16 August 2008 12:42AM
Followup to:  The Bedrock of Morality, Abstracted Idealized Dynamics
 Tim Tyler comments:
Do the fox and the rabbit disagree? It seems reasonable so say that they do if they meet: the rabbit thinks it should be eating grass, and the fox thinks the rabbit should be in the fox's stomach. They may argue passionately about the rabbit's fate - and even stoop to violence.

Boy, you know, when you think about it, Nature turns out to be just full of disagreement.
 Rocks, for example, fall down - so they agree with us, who also fall when pushed off a cliff - whereas hot air rises into the air, unlike humans.
 I wonder why hot air disagrees with us so dramatically.  I wonder what sort of moral justifications it might have for behaving as it does; and how long it will take to argue this out.  So far, hot air has not been forthcoming in terms of moral justifications.
 Physical systems that behave differently from you usually do not have factual or moral disagreements with you.  Only a highly specialized subset of systems, when they do something different from you, should lead you to infer their explicit internal representation of moral arguments that could potentially lead you to change your mind about what you should do.
Attributing moral disagreements to rabbits or foxes is sheer anthropomorphism, in the full technical sense of the term - like supposing that lightning bolts are thrown by thunder gods, or that trees have spirits that can be insulted by human sexual practices and lead them to withhold their fruit.
 The rabbit does not think it should be eating grass.  If questioned the rabbit will not say, "I enjoy eating grass, and it is good in general for agents to do what they enjoy, therefore I should eat grass."  Now you might invent an argument like that; but the rabbit's actual behavior has absolutely no causal connection to any cognitive system that processes such arguments.  The fact that the rabbit eats grass, should not lead you to infer the explicit cognitive representation of, nor even infer the probable theoretical existence of, the sort of arguments that humans have over what they should do.  The rabbit is just eating grass, like a rock rolls downhill and like hot air rises.
 To think that the rabbit contains a little circuit that ponders morality and then finally does what it thinks it should do, and that the rabbit has arrived at the belief that it should eat grass, and that this is the explanation of why the rabbit is eating grass - from which we might infer that, if the rabbit is correct, perhaps humans should do the same thing - this is all as ridiculous as thinking that the rock wants to be at the bottom of the hill, concludes that it can reach the bottom of the hill by rolling, and therefore decides to exert a mysterious motive force on itself.  Aristotle thought that, but there is a reason why Aristotelians don't teach modern physics courses.
 The fox does not argue that it is smarter than the rabbit and so deserves to live at the rabbit's expense.  To think that the fox is moralizing about why it should eat the rabbit, and this is why the fox eats the rabbit - from which we might infer that we as humans, hearing the fox out, would see its arguments as being in direct conflict with those of the rabbit, and we would have to judge between them - this is as ridiculous as thinking (as a modern human being) that lightning bolts are thrown by thunder gods in a state of inferrable anger.
 Yes, foxes and rabbits are more complex creatures than rocks and hot air, but they do not process moral arguments.  They are not that complex in that particular way.
 Foxes try to eat rabbits and rabbits try to escape foxes, and from this there is nothing more to be inferred than from rocks falling and hot air rising, or water quenching fire and fire evaporating water.  They are not arguing.
 This anthropomorphism of presuming that every system does what it does because of a belief about what it should do, is directly responsible for the belief that Pebblesorters create prime-numbered heaps of pebbles because they think that is what everyone should do.  They don't.  Systems whose behavior indicates something about what agents should do, are rare, and the Pebblesorters are not such systems.  They don't care about sentient life at all.  They just sort pebbles into prime-numbered heaps.

Original with comments: Hot Air Doesn't Disagree
Think Like Reality
Eliezer Yudkowsky, 02 May 2007 06:36AM
Whenever I hear someone describe quantum physics as "weird" - whenever I hear someone bewailing the mysterious effects of observation on the observed, or the bizarre existence of nonlocal correlations, or the incredible impossibility of knowing position and momentum at the same time - then I think to myself:  This person will never understand physics no matter how many books they read.
 Reality has been around since long before you showed up.  Don't go calling it nasty names like "bizarre" or "incredible".  The universe was propagating complex amplitudes through configuration space for ten billion years before life ever emerged on Earth.  Quantum physics is not "weird".  You are weird.  You have the absolutely bizarre idea that reality ought to consist of little billiard balls bopping around, when in fact reality is a perfectly normal cloud of complex amplitude in configuration space.  This is your problem, not reality's, and you are the one who needs to change.
 
 Human intuitions were produced by evolution and evolution is a hack.  The same optimization process that built your retina backward and then routed the optic cable through your field of vision, also designed your visual system to process persistent objects bouncing around in 3 spatial dimensions because that's what it took to chase down tigers.  But "tigers" are leaky surface generalizations - tigers came into existence gradually over evolutionary time, and they are not all absolutely similar to each other.  When you go down to the fundamental level, the level on which the laws are stable, global, and exception-free, there aren't any tigers.  In fact there aren't any persistent objects bouncing around in 3 spatial dimensions.  Deal with it.
 Calling reality "weird" keeps you inside a viewpoint already proven erroneous.  Probability theory tells us that surprise is the measure of a poor hypothesis; if a model is consistently stupid  - consistently hits on events the model assigns tiny probabilities - then it's time to discard that model.  A good model makes reality look normal, not weird; a good model assigns high probability to that which is actually the case.  Intuition is only a model by another name: poor intuitions are shocked by reality, good intuitions make reality feel natural.  You want to reshape your intuitions so that the universe looks normal.  You want to think like reality.
 This end state cannot be forced.  It is pointless to pretend that quantum physics feels natural to you when in fact it feels strange.  This is merely denying your confusion, not becoming less confused.  But it will also hinder you to keep thinking How bizarre!  Spending emotional energy on incredulity wastes time you could be using to update.  It repeatedly throws you back into the frame of the old, wrong viewpoint.  It feeds your sense of righteous indignation at reality daring to contradict you.
 The principle extends beyond physics.  Have you ever caught yourself saying something like, "I just don't understand how a PhD physicist can believe in astrology?"  Well, if you literally don't understand, this indicates a problem with your model of human psychology.  Perhaps you are indignant - you wish to express strong moral disapproval.  But if you literally don't understand, then your indignation is stopping you from coming to terms with reality.  It shouldn't be hard to imagine how a PhD physicist ends up believing in astrology.  People compartmentalize, enough said.
 I now try to avoid using the English idiom "I just don't understand how..." to express indignation.  If I genuinely don't understand how, then my model is being surprised by the facts, and I should discard it and find a better model.
 Surprise exists in the map, not in the territory.  There are no surprising facts, only models that are surprised by facts.  Likewise for facts called such nasty names as "bizarre", "incredible", "unbelievable", "unexpected", "strange", "anomalous", or "weird".  When you find yourself tempted by such labels, it may be wise to check if the alleged fact is really factual.  But if the fact checks out, then the problem isn't the fact, it's you.
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Original with comments: Think Like Reality
Getting Nearer
Eliezer Yudkowsky, 17 January 2009 09:28AM
Reply to:  A Tale Of Two Tradeoffs
I'm not comfortable with compliments of the direct, personal sort, the "Oh, you're such a nice person!" type stuff that nice people are able to say with a straight face.  Even if it would make people like me more - even if it's socially expected - I have trouble bringing myself to do it.  So, when I say that I read Robin Hanson's "Tale of Two Tradeoffs", and then realized I would spend the rest of my mortal existence typing thought processes as "Near" or "Far", I hope this statement is received as a due substitute for any gushing compliments that a normal person would give at this point.
Among other things, this clears up a major puzzle that's been lingering in the back of my mind for a while now.  Growing up as a rationalist, I was always telling myself to "Visualize!" or "Reason by simulation, not by analogy!" or "Use causal models, not similarity groups!"  And those who ignored this principle seemed easy prey to blind enthusiasms, wherein one says that A is good because it is like B which is also good, and the like.
But later, I learned about the Outside View versus the Inside View, and that people asking "What rough class does this project fit into, and when did projects like this finish last time?" were much more accurate and much less optimistic than people who tried to visualize the when, where, and how of their projects.  And this didn't seem to fit very well with my injunction to "Visualize!"
So now I think I understand what this principle was actually doing - it was keeping me in Near-side mode and away from Far-side thinking.  And it's not that Near-side mode works so well in any absolute sense, but that Far-side mode is so much more pushed-on by ideology and wishful thinking, and so casual in accepting its conclusions (devoting less computing power before halting).
 An example of this might be the balance between offensive and defensive nanotechnology, where I started out by - basically - just liking nanotechnology; until I got involved in a discussion about the particulars of nanowarfare, and noticed that people were postulating crazy things to make defense win.  Which made me realize and say, "Look, the balance between offense and defense has been tilted toward offense ever since the invention of nuclear weapons, and military nanotech could use nuclear weapons, and I don't see how you're going to build a molecular barricade against that."
Are the particulars of that discussion likely to be, well, correct?  Maybe not.  But so long as I wasn't thinking of any particulars, my brain had free reign to just... import whatever affective valence the word "nanotechnology" had, and use that as a snap judgment of everything.
You can still be biased about particulars, of course.  You can insist that nanotech couldn't possibly be radiation-hardened enough to manipulate U-235, which someone tried as a response (fyi: this is extremely silly).  But in my case, at least, something about thinking in particulars...
...just snapped me out of the trance, somehow.
When you're thinking using very abstract categories - rough classes low on computing power - about things distant from you, then you're also - if Robin's hypothesis is correct - more subject to ideological bias.  Together this implies you can cherry-pick those very loose categories to put X together with whatever "similar" Y is ideologically convenient, as in the old saw that "atheism is a religion" (and not playing tennis is a sport).
But the most frustrating part of all, is the casualness of it - the way that ideologically convenient Far thinking is just thrown together out of whatever ingredients come to hand.  The ten-second dismissal of cryonics, without any attempt to visualize how much information is preserved by vitrification and could be retrieved by a molecular-level scan.  Cryonics just gets casually, perceptually classified as "not scientifically verified" and tossed out the window.  Or "what if you wake up in Dystopia?" and tossed out the window.  Far thinking is casual - that's the most frustrating aspect about trying to argue with it. 
This seems like an argument for writing fiction with lots of concrete details if you want people to take a subject seriously and think about it in a less biased way.  This is not something I would have thought based on my previous view.
Maybe cryonics advocates really should focus on writing fiction stories that turn on the gory details of cryonics, or viscerally depict the regret of someone who didn't persuade their mother to sign up.  (Or offering prizes to professionals who do the same; writing fiction is hard, writing SF is harder.)
But I'm worried that, for whatever reason, reading concrete fiction is a special case that doesn't work to get people to do Near-side thinking.
Or there are some people who are inspired to Near-side thinking by fiction, and only these can actually be helped by reading science fiction.
Maybe there are people who encounter big concrete detailed fictions process them in a Near way - the sort of people who notice plot holes.  And others who just "take it all in stride", casually, so that however much concrete fictional "information" they encounter, they only process it using casual "Far" thinking.  I wonder if this difference has more to do with upbringing or genetics.  Either way, it may lie at the core of the partial yet statistically outstanding correlation between careful futurists and science fiction fans.
I expect I shall be thinking about this for a while.
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Timeless Control
Eliezer Yudkowsky, 07 June 2008 05:16AM
This post is part of the Quantum Physics Sequence and the Solution to "Free Will".
Followup to:  Timeless Physics, Timeless Causality, Thou Art Physics
 People hear about many-worlds, which is deterministic, or about timeless physics, and ask:
 If the future is determined by physics, how can anyone control it?
 In Thou Art Physics, I pointed out that since you are within physics, anything you control is necessarily controlled by physics.  Today we will talk about a different aspect of the confusion, the words "determined" and "control".
 The "Block Universe" is the classical term for the universe considered from outside Time.  Even without timeless physics, Special Relativity outlaws any global space of simultaneity, which is widely believed to suggest the Block Universe - spacetime as one vast 4D block.
 When you take a perspective outside time, you have to be careful not to let your old, timeful intuitions run wild in the absence of their subject matter.
 In the Block Universe, the future is not determined before you make your choice.  "Before" is a timeful word.  Once you descend so far as to start talking about time, then, of course, the future comes "after" the past, not "before" it.
 
 If we're going to take a timeless perspective, then the past and the future have not always been there.  The Block Universe is not something that hangs, motionless and static, lasting for a very long time.  You might try to visualize the Block Universe hanging in front of your mind's eye, but then your mind's eye is running the clock while the universe stays still.  Nor does the Block Universe exist for just a single second, and then disappear.  It is not instantaneous.  It is not eternal.  It does not last for exactly 15 seconds.  All these are timeful statements.  The Block Universe is simply there.
 Perhaps people imagine a Determinator - not so much an agent, perhaps, but a mysterious entity labeled "Determinism" - which, at "the dawn of time", say, 6:00am, writes down your choice at 7:00am, and separately, writes the outcome at 7:02am.  In which case, indeed, the future would be determined before you made your decision...
 [image: Fwdeterminism_2] In this model, the Determinator writes the script for the Block Universe at 6:00am.  And then time - the global time of the universe - continues, running through the Block Universe and realizing the script.
 At 7:00am you're trying to decide to turn on the light bulb.  But the Determinator already decided at 6:00am whether the light bulb would be on or off at 7:02am.  Back at the dawn of time when Destiny wrote out the Block Universe, which was scripted before you started experiencing it...
 This, perhaps, is the kind of unspoken, intuitive mental model that might lead people to talk about "determinism" implying that the future is determined before you make your decision.
 Even without the concept of the Block Universe or timeless physics, this is probably what goes on when people start talking about "deterministic physics" in which "the whole course of history" was fixed at "the dawn of time" and therefore your choices have no effect on the "future".
 As described in Timeless Causality, "cause" and "effect" are things we talk about by pointing to relations within the Block Universe.  E.g., we might expect to see human colonies separated by an expanding cosmological horizon; we can expect to find correlation between two regions that communicate with a mutual point in the "past", but have no light-lines to any mutual points in their "future".  But we wouldn't expect to find a human colony in a distant supercluster, having arrived from the other side of the universe; we should not find correlation between regions with a shared "future" but no shared "past".  This is how we can experimentally observe the orientation of the Block Universe, the direction of the river that never flows.
 [image: Fwcausality] If you are going to talk about causality at all - and personally, I think we should, because the universe doesn't make much sense without it - then causality applies to relations within the Block Universe, not outside it.
 The Past is just there, and the Future is just there, but the relations between them have a certain kind of structure - whose ultimate nature, I do not conceive myself to understand - but which we do know a bit about mathematically; the structure is called "causality".
 (I am not ruling out the possibility of causality that extends outside the Block Universe - say, some reason why the laws of physics are what they are.  We can have timeless causal relations, remember?  But the causal relations between, say, "dropping a glass" and "water spilling out", or between "deciding to do something" and "doing it", are causal relations embedded within the Block.)
 One of the things we can do with graphical models of causality - networks of little directed arrows - is construe counterfactuals:  Statements about "what would have happened if X had occurred, instead of Y".
 These counterfactuals are untestable, unobservable, and do not actually exist anywhere that I've been able to find.  Counterfactuals are not facts, unless you count them as mathematical properties of certain causal diagrams.  We can define statistical properties we expect to see, given a causal hypothesis; but counterfactuals themselves are not observable.  We cannot see what "would have happened, if I hadn't dropped the glass".
 Nonetheless, if you draw the causal graph that the statistics force you to draw, within our Block Universe, and you construct the counterfactual, then you get statements like:  "If I hadn't dropped the glass, the water wouldn't have spilled."
 If your mind contains the causal model that has "Determinism" as the cause of both the "Past" and the "Future", then you will start saying things like, But it was determined before the dawn of time that the water would spill - so not dropping the glass would have made no difference.  This would be the standard counterfactual, on the causal graph in which "Past" and "Future" are both children of some mutual ancestor, but have no connection between them.
 And then there's the idea that, if you can predict the whole course of the universe by looking at the state at the beginning of time, the present must have no influence on the future...
 
 [image: Fwmarkov_2]
 Surely, if you can determine the Future just by looking at the Past, there's no need to look at the Present?
 The problem with the right-side graph is twofold:  First, it violates the beautiful locality of reality; we're supposing causal relations that go outside the immediate neighborhoods of space/time/configuration.  And second, you can't compute the Future from the Past, except by also computing something that looks exactly like the Present; which computation just creates another copy of the Block Universe (if that statement even makes any sense), it does not affect any of the causal relations within it.
 One must avoid mixing up timeless and timeful thinking.  E.g., trying to have "Determinism" acting on things before they happen.  Determinism is a timeless viewpoint, so it doesn't mix well with words like "before".
 The same thing happens if you try to talk about how the Past at 6:30am determines the Future at 7:30am, and therefore, the state at 7:30am is already determined at 6:30am, so you can't control it at 7:00am, because it was determined at 6:30am earlier...
 What is determined is a timeless mathematical structure whose interior includes 7:00am and 7:30am.  That which you might be tempted to say "already exists" at 6:00am, does not exist before 7:00am, it is something whose existence includes the Now of 7:00am and the Now of 7:30am.
 If you imagine a counterfactual surgery on the interior of the structure at 7:00am, then, according to the statistically correct way to draw the arrows of causality within the structure, the 7:30am part would be affected as well.
 So it is exactly correct to say, on the one hand, "The whole future course of the universe was determined by its state at 6:30am this morning," and, on the other, "If I hadn't dropped the glass, the water wouldn't have spilled."  In the former case you're talking about a mathematical object outside time; in the latter case you're talking about cause and effect inside the mathematical object.  Part of what is determined is that dropping the glass in the Now of 7:00:00am, causes the water to spill in the Now of 7:00:01am.
 And as pointed out in Thou Art Physics, you are inside that mathematical object too.  So are your thoughts, emotions, morals, goals, beliefs, and all else that goes into the way you determine your decisions.
 To say "the future is already written" is a fine example of mixed-up timeful and timeless thinking.  The future is.  It is not "already".  What is it that writes the future?  In the timeless causal relations, we do.  That is what is written: that our choices control the future.
 But how can you "control" something without changing it?
 "Change" is a word that makes sense within time, and only within time.  One observes a macroscopically persistent object, like, say, a lamp, and compares its state at 7:00am to its state at 7:02am.  If the two states are different, then we say that "the lamp" changed over time.
 In Timeless Physics, I observed that, while things can change from one time to another, a single moment of time is never observed to change:
  At 7:00am, the lamp is off.  At 7:01am, I flip the switch...  At 7:02am, the lamp is fully bright.  Between 7:00am and 7:02am, the lamp changed from OFF to ON.
 But have you ever seen the future change from one time to another?  Have you wandered by a lamp at exactly 7:02am, and seen that it is OFF; then, a bit later, looked in again on the "the lamp at exactly 7:02am", and discovered that it is now ON?
 
 But if you have to change a single moment of time, in order to be said to "control" something, you really are hosed.
 Forget this whole business of deterministic physics for a moment.
 Let's say there was some way to change a single moment of time.
 We would then need some kind of meta-time over which time could "change".
 The lamp's state would need to change from "OFF at 7:02am at 3:00meta-am" to "ON at 7:02am at 3:01meta-am".
 But wait!  Have you ever seen a lamp change from OFF at 7:02am at 3:00meta-am, to ON at 7:02am at 3:00meta-am?  No!  A single instant of meta-time never changes, so you cannot change it, and you have no control.
 Now we need meta-meta time.
 So if we're going to keep our concepts of "cause" and "control" and "choose" - and to discard them would leave a heck of a lot observations unexplained - then we've got to figure out some way to define them within time, within that which is written, within the Block Universe, within... well... reality.
 Control lets you change things from one time to another; you can turn on a lamp that was previously off.  That's one kind of control, and a fine sort of control it is to have.  But trying to pull this stunt on a single moment of time, is a type error.
 If you isolate a subsystem of reality, like a rock rolling down hill, then you can mathematically define the future-in-isolation of that subsystem; you can take the subsystem in isolation, and compute what would happen to it if you did not act on it.  In this case, what would happen is that the rock would reach the bottom of the hill.  This future-in-isolation is not something that actually happens in the Block Universe; it is a computable property of the subsystem as it exists at some particular moment.  If you reach in from outside the isolation, you can stop the rock from rolling.  Now if you walk away, and again leave the system isolated, the future-in-isolation will be that the rock just stays there.  But perhaps someone will reach in, and tip the rock over and start it rolling again.  The hill is not really isolated - the universe is a continuous whole - but we can imagine what would happen if the hill were isolated.  This is a "counterfactual", so called because they are not factual.
 The future-in-isolation of a subsystem can change from one time to another, as the subsystem itself changes over time as the result of actions from outside.  The future of the Grand System that includes everything, cannot change as the result of outside action.
 People want to place themselves outside the System, see themselves separated from it by a Cartesian boundary.  But even if free will could act outside physics to change the Block Universe, we would just have a Grand System that included free-will+physics and the future would be fully determined by that.  If you have "freer will" we just have an Even Grander System, and so on.
 It's hard to put yourself outside Reality.  Whatever is, is real.
 Control lets you determine single moments of time (though they do not change from one meta-time to another).  You can change what would have happened, from one time to another.  But you cannot change what does happen - just determine it.  Control means that you are what writes the written future, according to the laws of causality as they exist within the writing.
 Or maybe look at it this way:  Pretend, for a moment, that naive views of free will were correct.  The future "doesn't exist yet" and can be "changed".  (Note:  How are these two statements compatible?)  Suppose that you exercise your "free will" at 6:30am to rescue three toddlers from a burning orphanage, changing their future from horrible flamey death at 7:00am, to happy gurgling contentment at 7:00am.
 But now it is 7:30am, and I say:
 "Aha!  The past is fixed and can never be altered!  So now you cannot ever have chosen any differently than you did choose.  Furthermore, the actual outcome of your actions can never change either; the outcome is now fixed, so even if your past choice did now change, the past outcome wouldn't, because they are both just determined by "The Past".  While your will was once free at 6:30am to change the future at 7:00am, it is now 7:30am and this freedom no longer exists.  So now your will at 6:30am is no longer free.  How can your past will have been free, now that there is only one past?  Therefore I do not now assign you any moral credit for saving the orphanage; you no longer could have chosen differently from how you chose."
 In the Block Universe, the "past" and the "future" are just perspectives, taken from some point within the Block. So, if the fixation of the past doesn't prevent the embedded decisions from having (had?) the property of freedom, why should the determination of the future prevent those embedded decisions from having the same property?
 In the Block Universe, the Future is just like the Past: it contains the Nows of people making choices that determine their outcomes, which do not change from one meta-time to another.
 And given the way we draw the causal arrows, it is correct to form the (un-observable) counterfactuals, "If I hadn't saved those children from the orphanage, they would be dead," and "If I don't think carefully, my thoughts will end up in Outer Mongolia."  One is a counterfactual over the past, and one is a counterfactual over the future; but they are both as correct as a counter-factual can be.
 The next step in analyzing the cognitive issues surrounding free will, is to take apart the word "could" - as in "I could have decided not to save the children from the orphanage."  As always, I encourage the reader to try to get it in advance - this one is easier if you know a certain simple algorithm from Artificial Intelligence.
 PPS:  It all adds up to normality.
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Of Gender and Rationality
Eliezer Yudkowsky, 16 April 2009 12:56AM
Among all self-identified "rationalist" communities that I know of, and Less Wrong in particular, there is an obvious gender imbalance - a male/female ratio tilted strongly toward males.
 Yet surely epistemic and instrumental rationality have no gender signature.  There is no such thing as masculine probability theory or feminine decision theory.
 There could be some entirely innocuous explanation for this imbalance.  Perhaps, by sheer historical contingency, aspiring rationalists are recruited primarily from the atheist/libertarian/technophile cluster, which has a gender imbalance for its own reasons - having nothing to do with rationality or rationalists; and this is the entire explanation.
 Uh huh.  Sure.
 And then there are the less innocuous explanations - those that point an accusing finger at the rationalist community, or at womankind.
 If possible, let's try not to make things worse in the course of having this discussion.  Remember that to name two parts of a community is to split that community - see the Robbers Cave experiment:  Two labels → two groups.  Let us try not to make some of our fellow rationalists feel singled-out as objects of scrutiny, here.  But in the long run especially, it is not a good thing if half the potential audience is being actively filtered out; whatever the cause, the effect is noticeable, and we can't afford to ignore the question.
 These are the major possibilities that I see:
 (1)  While the pure math of the right Way has no gender signatures on it, we can imagine that men and women are annoyed to different degrees by different mistakes.  Suppose that Less Wrong is too disagreeable - that relative to the ideal, just-right, perfectly-rational amount of disagreement, we have a little more disagreement than that.  You can imagine that to the men, this seems normal, forgivable, takeable in-stride - wrong, perhaps, but not really all that annoying.  And you can imagine that conversely, the female-dominated mirror-image of Less Wrong would involve too much agreement relative to the ideal - lots of comments agreeing with each other - and that while this would seem normal, forgivable, takeable-in-stride to the female majority, it would drive the men up the wall, and some of them would leave, and the rest would be gritting their teeth.  (This example plays to gender stereotypes, but that's because I'm speculating blindly; my brain only knows half the story and has to guess at the other half.  Less obvious hypotheses are also welcome.)  In a case like this, you begin by checking with trusted female rationalists to see if they think you're doing anything characteristically male, irrational, and annoying.
 (2)  The above points a finger at the rationalist community, and in particular its men, as making a mistake that drives away rational women.  The complementary explanation would say:  "No, we have exactly the rational amount of argument as it stands, or even too little.  Male newcomers are fine with this, but female newcomers feel that there's too much conflict and disagreement and they leave."  The true Way has no gender signature, but you can have a mistake that is characteristic of one sex but not the other, or a mistake that has been culturally inculcated in one gender but not the other.  In this case we try to survey female newcomers to see what aspects seem like turn-offs (whether normatively rational or not), and then fix it (if not normatively rational) or try to soften the impact somehow (if normatively rational).  (Ultimately, though, rationality is tough for everyone - there are parts that are hard for anyone to swallow, and you just have to make it as easy as you can.)
 (3)  It could be some indefinable difference of style - "indefinable" meaning that we can't pin it down tightly enough to duplicate - whereby male writers tend to attract male recruits and female writers attract female recruits.  On this hypothesis, male writers end up with mostly male readers for much the same reason that Japanese writers end up with mostly Japanese readers.  In this case I would suggest to potential female authors that they should write more, including new introductions and similar recruiting material.  We could try for a mix of authorial genders in the material first encountered on-site.  (By the same logic that if we wanted more Japanese rationalists we might encourage potential writers who happened to be Japanese.)
 (4)  We could be looking at a direct gender difference - where I parenthetically note that (by convention in such discussions) "gender" refers to a culture's concept of what it means to be a man or woman, while "sex" refers to actual distinctions of XX versus XY chromosomes.  For example, consider this inspirational poster from a 1970s childrens' book.  "Boys are pilots... girls are stewardesses... boys are doctors... girls are nurses."  "Modern" cultures may still have a strong dose of "boys are rational, girls are un-self-controlled creatures of pure feeling who find logic and indeed all verbal argument to be vaguely unfeminine".  I suppose the main remedy would be (a) to try and correct this the same way you would correct any other sort of childhood damage to sanity and (b) present strong female rationalist role models.
 (5)  The complementary hypothesis is a direct sex difference - i.e., the average female human actually is less interested in and compelled by deliberative reasoning compared to the average male human.  If you were motivated to correct the sex balance regardless, you would consider e.g. where to find a prefiltered audience of people compellable by deliberative reasoning, a group that already happened to have good gender balance, and go recruiting there.
 (6)  We could be looking an indirect gender difference.  Say, boys are raised to find a concept like "tsuyoku naritai" ("I want to become stronger") appealing, while girls are told to shut up and keep their heads down.  If the masculine gender concept has a stronger endorsement of aspiring to self-improvement, it will, as a side effect, make a stronger endorsement of improving one's rationality.  Again, the solutions would be female authors to tailor introductions to feminine audiences, and strong female role models.  (If you're a woman and you're a talented writer and speaker, consider reading up on antitheism and trying to become a Fifth Horsewoman alongside Dawkins, Dennett, Harris and Hitchens...?)
 (7)  We could be looking at an indirect sex difference.  The obvious evolutionary psychology hypothesis behind the imbalanced gender ratio in the iconoclastic community - the atheist/libertarian/technophile cluster - is the idea that males are inherently more attracted to gambles that seem high-risk and high-reward; they are more driven to try out strange ideas that come with big promises, because the genetic payoff for an unusually successful male has a much higher upper bound than the genetic payoff for an unusually successful female.  It seems to me that male teenagers especially have something like a higher cognitive temperature, an ability to wander into strange places both good and bad.  To some extent, this can be viewed as a problem of authorial style as well as innate dispositions - there's no law that says you have to emphasize the strangeness.  You could start right out with pictures of a happy gender-balanced rationalist unchurch somewhere, and banner the page "A Return To Sanity".  But a difference as basic as "more male teenagers have a high cognitive temperature" could prove very hard to address completely.
 (8)  Then there's the hypothesis made infamous by Larry Summers:  Male variance in IQ (not the mean) is higher, so the right tail is dominated by males as you get further out.  I know that just mentioning this sort of thing can cause a webpage to burst into flames, and so I would like to once again point out that individual IQ differences, whether derived from genes or eating lead-based paint as a kid, are already as awful as it gets - nothing is made any worse by talking about groups, since groups are just made out of individuals.  The universe is already dreadful along this dimension, so we shouldn't care more whether groups are involved - though of course, thanks to our political instincts, we do care.  The remedies in this not-actually-any-more-awful case are (a) continue the quest to systematize rationality training so that it is less exclusively the preserve of high-g individuals, and (b) recruit among prefiltered audiences that have good gender balance.
 (9)  Perhaps women are less underrepresented on Less Wrong than may at first appear, and men are more likely to comment for some reason.  Or perhaps women are less likely to choose visibly feminine usernames.  The gender ratio at physical meetups, while still unbalanced, seems noticeably better than the visible gender ratio among active commenters on the Internet.  Not very plausible as a complete explanation; but we should consider hypotheses that involve unbalanced participation/visibility rather than unbalanced attraction/retention.

	Sequence: The Craft and the Community
	Bayesians vs. Barbarians	My Way

Referenced by: My Way • The Craft and the Community
Original with comments: Of Gender and Rationality
Rationality Quotes 9
Eliezer Yudkowsky, 27 January 2008 06:00PM
"A world ought to have a few genuine good guys, and not just a spectrum of people running from bad to worse."
        -- Glen Cook, A Shadow of All Night Falling
 "You couldn't get a clue during the clue mating season in a field full of horny clues if you smeared your body with clue musk and did the clue mating dance."
        -- Edward Flaherty
 "We all enter this world in the same way: naked; screaming; soaked in blood. But if you live your life right, that kind of thing doesn't have to stop there."
        -- Dana Gould
 "Love is a snowmobile racing across the tundra and then suddenly it flips over, pinning you underneath. At night, the ice weasels come."
        -- Matt Groening
 "Things do get better, all the time, maybe just not as fast as I'd like. I do what I can. Don't ask me to hate, too."
        -- Michael Wiik
 
 "Political or military commentators, like astrologers, can survive almost any mistake, because their more devoted followers do not look to them for an appraisal of the facts but for the stimulation of nationalistic loyalties."
        -- George Orwell, Notes on Nationalism
 "People are always amazed by how much "free time" I have.
They're also amazed that I don't know who Ally McBeal is.
Frankly, I'm amazed that they can't make the connection."
        -- Robert Wenzlaff
 "Throughout the technology revolution, mankind has consistently sought to improve life by reducing the number of tasks that require physical activity, then sought to counteract the inevitable weight gain by manufacturing food that only looks like food and barely tastes like it."
        -- Samuel Stoddard
 "Any person who claims to have deep feeling for other human beings should think a long, long time before he votes to have other men kept behind bars - caged. I am not saying there shouldn't be prisons, but there shouldn't be bars. Behind bars, a man never reforms. He will never forget. He never will get completely over the memory of the bars."
        -- Malcolm X
 "What funding committee will agree to fund a book describing an entire new field that has never before been dreamt of? Committees base their conclusions on a shared understanding of a common body of knowledge. Their members are drawn from an existing society of experts to evaluate the next incremental improvement. What do you do when there are no experts? Who lays claim to expertise in nanomedicine? Who has spent their life in this field which is just being conceived? No one. The committee process breaks down when we move into truly new terrain. It fails us just when failure is most expensive: at the beginnings of new things. Here we must fall back on individuals - individuals who are bold enough to believe in themselves when there are no experts to turn to for help and support. Individuals who are willing to back up their own beliefs with action, who will nurture the truly new and the truly groundbreaking without having to first seek the approval of others. For there are no others! On the far frontiers there are very few, and sometimes there is only one."
        -- Ralph Merkle, afterword to Nanomedicine

Original with comments: Rationality Quotes 9
Superexponential Conceptspace, and Simple Words
Eliezer Yudkowsky, 24 February 2008 11:59PM
Followup to:  Mutual Information, and Density in Thingspace
 Thingspace, you might think, is a rather huge space.  Much larger than reality, for where reality only contains things that actually exist, Thingspace contains everything that could exist.
 Actually, the way I "defined" Thingspace to have dimensions for every possible attribute - including correlated attributes like density and volume and mass - Thingspace may be too poorly defined to have anything you could call a size.  But it's important to be able to visualize Thingspace anyway.  Surely, no one can really understand a flock of sparrows if all they see is a cloud of flapping cawing things, rather than a cluster of points in Thingspace.
 But as vast as Thingspace may be, it doesn't hold a candle to the size of Conceptspace.
 "Concept", in machine learning, means a rule that includes or excludes examples.  If you see the data 2:+, 3:-, 14:+, 23:-, 8:+, 9:- then you might guess that the concept was "even numbers".  There is a rather large literature (as one might expect) on how to learn concepts from data... given random examples, given chosen examples... given possible errors in classification... and most importantly, given different spaces of possible rules.
 Suppose, for example, that we want to learn the concept "good days on which to play tennis".  The possible attributes of Days are:

Sky:      {Sunny, Cloudy, Rainy}
AirTemp:  {Warm, Cold}
Humidity: {Normal, High}
Wind:     {Strong, Weak}

We're then presented with the following data, where + indicates a positive example of the concept, and - indicates a negative classification:

+   Sky: Sunny;  AirTemp: Warm;  Humidity: High;  Wind: Strong.
-   Sky: Rainy;  AirTemp: Cold;  Humidity: High;  Wind: Strong.
+   Sky: Sunny;  AirTemp: Warm;  Humidity: High;  Wind: Weak.

What should an algorithm infer from this?
A machine learner might represent one concept that fits this data as follows:
Sky: ?;  AirTemp: Warm;  Humidity: High;  Wind: ? 

In this format, to determine whether this concept accepts or rejects an example, we compare element-by-element:  ? accepts anything, but a specific value accepts only that specific value.
 So the concept above will accept only Days with AirTemp=Warm and Humidity=High, but the Sky and the Wind can take on any value.  This fits both the negative and the positive classifications in the data so far - though it isn't the only concept that does so.
 We can also simplify the above concept representation to {?, Warm, High, ?}.
 Without going into details, the classic algorithm would be:
 	Maintain the set of the most general hypotheses that fit the data - those that positively classify as many examples as possible, while still fitting the facts.
 	Maintain another set of the most specific hypotheses that fit the data - those that negatively classify as many examples as possible, while still fitting the facts.
 	Each time we see a new negative example, we strengthen all the most general hypotheses as little as possible, so that the new set is again as general as possible while fitting the facts.
 	Each time we see a new positive example, we relax all the most specific hypotheses as little as possible, so that the new set is again as specific as possible while fitting the facts.
 	We continue until we have only a single hypothesis left.  This will be the answer if the target concept was in our hypothesis space at all.

In the case above, the set of most general hypotheses would be {?, Warm, ?, ?} and {Sunny, ?, ?, ?}, while the set of most specific hypotheses is the single member  {Sunny, Warm, High, ?}.
 Any other concept you can find that fits the data will be strictly more specific than one of the most general hypotheses, and strictly more general than the most specific hypothesis.
 (For more on this, I recommend Tom Mitchell's Machine Learning, from which this example was adapted.)
 Now you may notice that the format above cannot represent all possible concepts.  E.g. "Play tennis when the sky is sunny or the air is warm".  That fits the data, but in the concept representation defined above, there's no quadruplet of values that describes the rule.
 Clearly our machine learner is not very general.  Why not allow it to represent all possible concepts, so that it can learn with the greatest possible flexibility?
 Days are composed of these four variables, one variable with 3 values and three variables with 2 values.  So there are 3*2*2*2 = 24 possible Days that we could encounter.
 The format given for representing Concepts allows us to require any of these values for a variable, or leave the variable open.  So there are 4*3*3*3 = 108 concepts in that representation.  For the most-general/most-specific algorithm to work, we need to start with the most specific hypothesis "no example is ever positively classified".  If we add that, it makes a total of 109 concepts.
 Is it suspicious that there are more possible concepts than possible Days?  Surely not:  After all, a concept can be viewed as a collection of Days.  A concept can be viewed as the set of days that it classifies positively, or isomorphically, the set of days that it classifies negatively.
 So the space of all possible concepts that classify Days is the set of all possible sets of Days, whose size is 224 = 16,777,216.
 This complete space includes all the concepts we have discussed so far.  But it also includes concepts like "Positively classify only the examples {Sunny, Warm, High, Strong} and {Sunny, Warm, High, Weak} and reject everything else" or "Negatively classify only the example {Rainy, Cold, High, Strong} and accept everything else."  It includes concepts with no compact representation, just a flat list of what is and isn't allowed.
 That's the problem with trying to build a "fully general" inductive learner:  They can't learn concepts until they've seen every possible example in the instance space.
 If we add on more attributes to Days - like the Water temperature, or the Forecast for tomorrow - then the number of possible days will grow exponentially in the number of attributes.  But this isn't a problem with our restricted concept space, because you can narrow down a large space using a logarithmic number of examples.
 Let's say we add the Water: {Warm, Cold} attribute to days, which will make for 48 possible Days and 325 possible concepts.  Let's say that each Day we see is, usually, classified positive by around half of the currently-plausible concepts, and classified negative by the other half.  Then when we learn the actual classification of the example, it will cut the space of compatible concepts in half.  So it might only take 9 examples (29 = 512) to narrow 325 possible concepts down to one.
 Even if Days had forty binary attributes, it should still only take a manageable amount of data to narrow down the possible concepts to one.  64 examples, if each example is classified positive by half the remaining concepts.  Assuming, of course, that the actual rule is one we can represent at all!
 If you want to think of all the possibilities, well, good luck with that.  The space of all possible concepts grows superexponentially in the number of attributes.
 By the time you're talking about data with forty binary attributes, the number of possible examples is past a trillion - but the number of possible concepts is past two-to-the-trillionth-power.  To narrow down that superexponential concept space, you'd have to see over a trillion examples before you could say what was In, and what was Out.  You'd have to see every possible example, in fact.
 That's with forty binary attributes, mind you.  40 bits, or 5 bytes, to be classified simply "Yes" or "No".  40 bits implies 2^40 possible examples, and 2^(2^40) possible concepts that classify those examples as positive or negative.
 So, here in the real world, where objects take more than 5 bytes to describe and a trillion examples are not available and there is noise in the training data, we only even think about highly regular concepts.  A human mind - or the whole observable universe - is not nearly large enough to consider all the other hypotheses.
 From this perspective, learning doesn't just rely on inductive bias, it is nearly all inductive bias - when you compare the number of concepts ruled out a priori, to those ruled out by mere evidence.
 But what has this (you inquire) to do with the proper use of words?
 It's the whole reason that words have intensions as well as extensions.
 In yesterday's post, I concluded:
The way to carve reality at its joints, is to draw boundaries around concentrations of unusually high probability density.

I deliberately left out a key qualification in that (slightly edited) statement, because I couldn't explain it until today.  A better statement would be:
The way to carve reality at its joints, is to draw simple boundaries around concentrations of unusually high probability density in Thingspace.

 Otherwise you would just gerrymander Thingspace.  You would create really odd noncontiguous boundaries that collected the observed examples, examples that couldn't be described in any shorter message than your observations themselves, and say:  "This is what I've seen before, and what I expect to see more of in the future."
 In the real world, nothing above the level of molecules repeats itself exactly.  Socrates is shaped a lot like all those other humans who were vulnerable to hemlock, but he isn't shaped exactly like them.  So your guess that Socrates is a "human" relies on drawing simple boundaries around the human cluster in Thingspace.  Rather than, "Things shaped exactly like [5-megabyte shape specification 1] and with [lots of other characteristics], or exactly like [5-megabyte shape specification 2] and [lots of other characteristics]", ..., are human."
 If you don't draw simple boundaries around your experiences, you can't do inference with them.  So you try to describe "art" with intensional definitions like "that which is intended to inspire any complex emotion for the sake of inspiring it", rather than just pointing at a long list of things that are, or aren't art.  
 In fact, the above statement about "how to carve reality at its joints" is a bit chicken-and-eggish:  You can't assess the density of actual observations, until you've already done at least a little carving.  And the probability distribution comes from drawing the boundaries, not the other way around - if you already had the probability distribution, you'd have everything necessary for inference, so why would you bother drawing boundaries?
 And this suggests another - yes, yet another - reason to be suspicious of the claim that "you can define a word any way you like".  When you consider the superexponential size of Conceptspace, it becomes clear that singling out one particular concept for consideration is an act of no small audacity - not just for us, but for any mind of bounded computing power.
 Presenting us with the word "wiggin", defined as "a black-haired green-eyed person", without some reason for raising this particular concept to the level of our deliberate attention, is rather like a detective saying:  "Well, I haven't the slightest shred of support one way or the other for who could've murdered those orphans... not even an intuition, mind you... but have we considered John Q. Wiffleheim of 1234 Norkle Rd as a suspect?"
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The Anthropic Trilemma
Eliezer Yudkowsky, 27 September 2009 01:47AM
Speaking of problems I don't know how to solve, here's one that's been gnawing at me for years.
 The operation of splitting a subjective worldline seems obvious enough - the skeptical initiate can consider the Ebborians, creatures whose brains come in flat sheets and who can symmetrically divide down their thickness.  The more sophisticated need merely consider a sentient computer program: stop, copy, paste, start, and what was one person has now continued on in two places.  If one of your future selves will see red, and one of your future selves will see green, then (it seems) you should anticipate seeing red or green when you wake up with 50% probability.  That is, it's a known fact that different versions of you will see red, or alternatively green, and you should weight the two anticipated possibilities equally.  (Consider what happens when you're flipping a quantum coin: half your measure will continue into either branch, and subjective probability will follow quantum measure for unknown reasons.)
 But if I make two copies of the same computer program, is there twice as much experience, or only the same experience?  Does someone who runs redundantly on three processors, get three times as much weight as someone who runs on one processor?
 Let's suppose that three copies get three times as much experience.  (If not, then, in a Big universe, large enough that at least one copy of anything exists somewhere, you run into the Boltzmann Brain problem.)
 Just as computer programs or brains can split, they ought to be able to merge.  If we imagine a version of the Ebborian species that computes digitally, so that the brains remain synchronized so long as they go on getting the same sensory inputs, then we ought to be able to put two brains back together along the thickness, after dividing them.  In the case of computer programs, we should be able to perform an operation where we compare each two bits in the program, and if they are the same, copy them, and if they are different, delete the whole program.  (This seems to establish an equal causal dependency of the final program on the two original programs that went into it.  E.g., if you test the causal dependency via counterfactuals, then disturbing any bit of the two originals, results in the final program being completely different (namely deleted).)
 So here's a simple algorithm for winning the lottery:
 Buy a ticket.  Suspend your computer program just before the lottery drawing - which should of course be a quantum lottery, so that every ticket wins somewhere.  Program your computational environment to, if you win, make a trillion copies of yourself, and wake them up for ten seconds, long enough to experience winning the lottery.  Then suspend the programs, merge them again, and start the result.  If you don't win the lottery, then just wake up automatically.
 The odds of winning the lottery are ordinarily a billion to one.  But now the branch in which you win has your "measure", your "amount of experience", temporarily multiplied by a trillion.  So with the brief expenditure of a little extra computing power, you can subjectively win the lottery - be reasonably sure that when next you open your eyes, you will see a computer screen flashing "You won!"  As for what happens ten seconds after that, you have no way of knowing how many processors you run on, so you shouldn't feel a thing.
 Now you could just bite this bullet.  You could say, "Sounds to me like it should work fine."  You could say, "There's no reason why you shouldn't be able to exert anthropic psychic powers."  You could say, "I have no problem with the idea that no one else could see you exerting your anthropic psychic powers, and I have no problem with the idea that different people can send different portions of their subjective futures into different realities."
 I find myself somewhat reluctant to bite that bullet, personally.
 Nick Bostrom, when I proposed this problem to him, offered that you should anticipate winning the lottery after five seconds, but anticipate losing the lottery after fifteen seconds.
 To bite this bullet, you have to throw away the idea that your joint subjective probabilities are the product of your conditional subjective probabilities.  If you win the lottery, the subjective probability of having still won the lottery, ten seconds later, is ~1.  And if you lose the lottery, the subjective probability of having lost the lottery, ten seconds later, is ~1.  But we don't have p("experience win after 15s") = p("experience win after 15s"|"experience win after 5s")*p("experience win after 5s") + p("experience win after 15s"|"experience not-win after 5s")*p("experience not-win after 5s").
 I'm reluctant to bite that bullet too.
 And the third horn of the trilemma is to reject the idea of the personal future - that there's any meaningful sense in which I can anticipate waking up as myself tomorrow, rather than Britney Spears.  Or, for that matter, that there's any meaningful sense in which I can anticipate being myself in five seconds, rather than Britney Spears.  In five seconds there will be an Eliezer Yudkowsky, and there will be a Britney Spears, but it is meaningless to speak of the current Eliezer "continuing on" as Eliezer+5 rather than Britney+5; these are simply three different people we are talking about.
 There are no threads connecting subjective experiences.  There are simply different subjective experiences.  Even if some subjective experiences are highly similar to, and causally computed from, other subjective experiences, they are not connected.
 I still have trouble biting that bullet for some reason.  Maybe I'm naive, I know, but there's a sense in which I just can't seem to let go of the question, "What will I see happen next?"  I strive for altruism, but I'm not sure I can believe that subjective selfishness - caring about your own future experiences - is an incoherent utility function; that we are forced to be Buddhists who dare not cheat a neighbor, not because we are kind, but because we anticipate experiencing their consequences just as much as we anticipate experiencing our own.  I don't think that, if I were really selfish, I could jump off a cliff knowing smugly that a different person would experience the consequence of hitting the ground.
 Bound to my naive intuitions that can be explained away by obvious evolutionary instincts, you say?  It's plausible that I could be forced down this path, but I don't feel forced down it quite yet.  It would feel like a fake reduction.  I have rather the sense that my confusion here is tied up with my confusion over what sort of physical configurations, or cascades of cause and effect, "exist" in any sense and "experience" anything in any sense, and flatly denying the existence of subjective continuity would not make me feel any less confused about that.
 The fourth horn of the trilemma (as 'twere) would be denying that two copies of the same computation had any more "weight of experience" than one; but in addition to the Boltzmann Brain problem in large universes, you might develop similar anthropic psychic powers if you could split a trillion times, have each computation view a slightly different scene in some small detail, forget that detail, and converge the computations so they could be reunified afterward - then you were temporarily a trillion different people who all happened to develop into the same future self.  So it's not clear that the fourth horn actually changes anything, which is why I call it a trilemma.
 I should mention, in this connection, a truly remarkable observation: quantum measure seems to behave in a way that would avoid this trilemma completely, if you tried the analogue using quantum branching within a large coherent superposition (e.g. a quantum computer).  If you quantum-split into a trillion copies, those trillion copies would have the same total quantum measure after being merged or converged.
 It's a remarkable fact that the one sort of branching we do have extensive actual experience with - though we don't know why it behaves the way it does - seems to behave in a very strange way that is exactly right to avoid anthropic superpowers and goes on obeying the standard axioms for conditional probability.
 In quantum copying and merging, every "branch" operation preserves the total measure of the original branch, and every "merge" operation (which you could theoretically do in large coherent superpositions) likewise preserves the total measure of the incoming branches.
 Great for QM.  But it's not clear to me at all how to set up an analogous set of rules for making copies of sentient beings, in which the total number of processors can go up or down and you can transfer processors from one set of minds to another.
 To sum up:
 	The first horn of the anthropic trilemma is to confess that there are simple algorithms whereby you can, indetectably to anyone but yourself, exert the subjective equivalent of psychic powers - use a temporary expenditure of computing power to permanently send your subjective future into particular branches of reality.
 	The second horn of the anthropic trilemma is to deny that subjective joint probabilities behave like probabilities - you can coherently anticipate winning the lottery after five seconds, anticipate the experience of having lost the lottery after fifteen seconds, and anticipate that once you experience winning the lottery you will experience having still won it ten seconds later.
 	The third horn of the anthropic trilemma is to deny that there is any meaningful sense whatsoever in which you can anticipate being yourself in five seconds, rather than Britney Spears; to deny that selfishness is coherently possible; to assert that you can hurl yourself off a cliff without fear, because whoever hits the ground will be another person not particularly connected to you by any such ridiculous thing as a "thread of subjective experience".
 	The fourth horn of the anthropic trilemma is to deny that increasing the number of physical copies increases the weight of an experience, which leads into Boltzmann brain problems, and may not help much (because alternatively designed brains may be able to diverge and then converge as different experiences have their details forgotten).
 	The fifth horn of the anthropic trilemma is to observe that the only form of splitting we have accumulated experience with, the mysterious Born probabilities of quantum mechanics, would seem to avoid the trilemma; but it's not clear how to have analogous rules could possibly govern information flows in computer processors.
 
I will be extremely impressed if Less Wrong solves this one.

Original with comments: The Anthropic Trilemma
Absurdity Heuristic, Absurdity Bias
Eliezer Yudkowsky, 05 September 2007 03:20AM
Followup to:  Stranger Than History, Robin's post What Evidence Ease of Imagination?
 I've been pondering lately the notion of "absurdity" - wondering what exactly goes on in people's minds when they utter the adjective "absurd" or the objection "Absurd!"
 If there is an absurdity heuristic, it would seem, at first glance, to be the mirror image of the well-known representativeness heuristic.  The less X resembles Y, or the more X violates typicality assumptions of Y, the less probable that X is the product, explanation, or outcome of Y.  A sequence of events is less probable when it involves an egg unscrambling itself, water flowing upward, machines thinking or dead people coming back to life.  Since human psychology is not a pure structure of quantitative probabilities, it is easy to imagine that the absurdity heuristic is separate from the representativeness heuristic - implemented by separate absurdity-detecting brainware.
 I suspect people may also be more sensitive to "absurdity" that invalidates a plan or indicates cheating.  Consider the difference between "I saw a little blue man yesterday, walking down the street" versus "I'm going to jump off this cliff and a little blue man will catch me on the way down" or "If you give me your wallet, a little blue man will bring you a pot of gold."  (I'm thinking, in particular, about how projections of future technology are often met by the objection, "That's absurd!", and how the objection seems more violent than usual in this case.)

As Robin observed, a heuristic is not necessarily a bias.  The vast majority of objects do not fall upward.  And yet helium balloons are an exception.  When are exceptions predictable?
 I can think of three major circumstances where the absurdity heuristic gives rise to an absurdity bias:
The first case is when we have information about underlying laws which should override surface reasoning.  If you know why most objects fall, and you can calculate how fast they fall, then your calculation that a helium balloon should rise at such-and-such a rate, ought to strictly override the absurdity of an object falling upward.  If you can do deep calculations, you have no need for qualitative surface reasoning.  But we may find it hard to attend to mere calculations in the face of surface absurdity, until we see the balloon rise.
 (In 1913, Lee de Forest was accused of fraud for selling stock in an impossible endeavor, the Radio Telephone Company:  "De Forest has said in many newspapers and over his signature that it would be possible to transmit human voice across the Atlantic before many years. Based on these absurd and deliberately misleading statements, the misguided public...has been persuaded to purchase stock in his company...")
 The second case is a generalization of the first - attending to surface absurdity in the face of abstract information that ought to override it.  If people cannot accept that studies show that marginal spending on medicine has zero net effect, because it seems absurd - violating the surface rule that  "medicine cures" - then I would call this "absurdity bias".  There are many reasons that people may fail to attend to abstract information or integrate it incorrectly.  I think it worth distinguishing cases where the failure arises from absurdity detectors going off.
 The third case is when the absurdity heuristic simply doesn't work - the process is not stable in its surface properties over the range of extrapolation - and yet people use it anyway.  The future is usually "absurd" - it is unstable in its surface rules over fifty-year intervals.
 This doesn't mean that anything can happen.  Of all the events in the 20th century that would have been "absurd" by the standards of the 19th century, not a single one - to the best of our knowledge - violated the law of conservation of energy, which was known in 1850.  Reality is not up for grabs; it works by rules even more precise than the ones we believe in instinctively.
 The point is not that you can say anything you like about the future and no one can contradict you; but, rather, that the particular practice of crying "Absurd!" has historically been an extremely poor heuristic for predicting the future.  Over the last few centuries, the absurdity heuristic has done worse than maximum entropy - ruled out the actual outcomes as being far too absurd to be considered.  You would have been better off saying "I don't know".
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Can Humanism Match Religion's Output?
Eliezer Yudkowsky, 27 March 2009 11:32AM
Previously in series:  Your Price for Joining
 Perhaps the single largest voluntary institution of our modern world - bound together not by police and taxation, not by salaries and managers, but by voluntary donations flowing from its members - is the Catholic Church.
 It's too large to be held together by individual negotiations, like a group task in a hunter-gatherer band.  But in a larger world with more people to be infected and faster transmission, we can expect more virulent memes.  The Old Testament doesn't talk about Hell, but the New Testament does.  The Catholic Church is held together by affective death spirals - around the ideas, the institutions, and the leaders.  By promises of eternal happiness and eternal damnation - theologians don't really believe that stuff, but many ordinary Catholics do.  By simple conformity of people meeting in person at a Church and being subjected to peer pressure.  &c.
 We who have the temerity to call ourselves "rationalists", think ourselves too good for such communal bindings.
 And so anyone with a simple and obvious charitable project - responding with food and shelter to a tidal wave in Thailand, say - would be better off by far pleading with the Pope to mobilize the Catholics, rather than with Richard Dawkins to mobilize the atheists.
 For so long as this is true, any increase in atheism at the expense of Catholicism will be something of a hollow victory, regardless of all other benefits.
 True, the Catholic Church also goes around opposing the use of condoms in AIDS-ravaged Africa.  True, they waste huge amounts of the money they raise on all that religious stuff.  Indulging in unclear thinking is not harmless, prayer comes with a price.
 To refrain from doing damaging things, is a true victory for a rationalist...
 Unless it is your only victory, in which case it seems a little empty.
 If you discount all harm done by the Catholic Church, and look only at the good... then does the average Catholic do more gross good than the average atheist, just by virtue of being more active?
 Perhaps if you are wiser but less motivated, you can search out interventions of high efficiency and purchase utilons on the cheap...  But there are few of us who really do that, as opposed to planning to do it someday.
 Now you might at this point throw up your hands, saying:  "For so long as we don't have direct control over our brain's motivational circuitry, it's not realistic to expect a rationalist to be as strongly motivated as someone who genuinely believes that they'll burn eternally in hell if they don't obey."
 This is a fair point.  Any folk theorem to the effect that a rational agent should do at least as well as a non-rational agent will rely on the assumption that the rational agent can always just implement whatever "irrational" policy is observed to win.  But if you can't choose to have unlimited mental energy, then it may be that some false beliefs are, in cold fact, more strongly motivating than any available true beliefs.  And if we all generally suffer from altruistic akrasia, being unable to bring ourselves to help as much as we think we should, then it is possible for the God-fearing to win the contest of altruistic output.
 But though it is a motivated continuation, let us consider this question a little further.
 Even the fear of hell is not a perfect motivator.  Human beings are not given so much slack on evolution's leash; we can resist motivation for a short time, but then we run out of mental energy (HT: infotropism).  Even believing that you'll go to hell does not change this brute fact about brain circuitry.  So the religious sin, and then are tormented by thoughts of going to hell, in much the same way that smokers reproach themselves for being unable to quit.
 If a group of rationalists cared a lot about something... who says they wouldn't be able to match the real, de-facto output of a believing Catholic?  The stakes might not be "infinite" happiness or "eternal" damnation, but of course the brain can't visualize 3^^^3, let alone infinity.  Who says that the actual quantity of caring neurotransmitters discharged by the brain (as 'twere) has to be so much less for "the growth and flowering of humankind" or even "tidal-wave-stricken Thais", than for "eternal happiness in Heaven"?  Anything involving more than 100 people is going to involve utilities too large to visualize.  And there are all sorts of other standard biases at work here; knowing about them might be good for a bonus as well, one hopes?
 Cognitive-behavioral therapy and Zen meditation are two mental disciplines experimentally shown to yield real improvements.  It is not the area of the art I've focused on developing, but then I don't have a real martial art of rationality in back of me.  If you combine a purpose genuinely worth caring about, with discipline extracted from CBT and Zen meditation, then who says rationalists can't keep up?  Or even more generally: if we have an evidence-based art of fighting akrasia, with experiments to see what actually works, then who says we've got to be less motivated than some disorganized mind that fears God's wrath?
 Still... that's a further-future speculation that it might be possible to develop an art that doesn't presently exist.  It's not a technique I can use right now.  I present it just to illustrate the idea of not giving up so fast on rationality:  Understanding what's going wrong, trying intelligently to fix it, and gathering evidence on whether it worked - this is a powerful idiom, not to be lightly dismissed upon sighting the first disadvantage.
 Really, I suspect that what's going on here has less to do with the motivating power of eternal damnation, and a lot more to do with the motivating power of physically meeting other people who share your cause.  The power, in other words, of being physically present at church and having religious neighbors.
 This is a problem for the rationalist community in its present stage of growth, because we are rare and geographically distributed way the hell all over the place.  If all the readers of this blog lived within a 5-mile radius of each other, I bet we'd get a lot more done, not for reasons of coordination but just sheer motivation.
 I'll post tomorrow about some long-term, starry-eyed, idealistic thoughts on this particular problem.  Shorter-term solutions that don't rely on our increasing our numbers by a factor of 100 would be better.  I wonder in particular whether the best modern videoconferencing software would provide some of the motivating effect of meeting someone in person; I suspect the answer is "no" but it might be worth trying.
 Meanwhile... in the short-term, we're stuck fighting akrasia mostly without the reinforcing physical presense of other people who care.  I want to say something like "This is difficult, but it can be done" except I'm not sure that's even true.
 I suspect that the largest step rationalists could take toward matching the per-capita power output of the Catholic Church would be to have regular physical meetings of people contributing to the same task - not for purposes of coordination, just for purposes of of motivation.
 In the absence of that...
 We could try for a group norm of being openly allowed - nay, applauded - for caring strongly about something.  And a group norm of being expected to do something useful with your life - contribute your part to cleaning up this world.  Religion doesn't really emphasize the getting-things-done aspect as much.
 And if rationalists could match just half the average altruistic effort output per Catholic, then I don't think it's remotely unrealistic to suppose that with better targeting on more efficient causes, the modal rationalist could get twice as much done.
 How much of its earnings does the Catholic Church spend on all that useless religious stuff instead of actually helping people?  More than 50%, I would venture.  So then we could say - with a certain irony, though that's not quite the spirit in which we should be doing things - that we should try to propagate a group norm of donating a minimum of 5% of income to real causes.  (10% being the usual suggested minimum religious tithe.)  And then there's the art of picking causes for which expected utilons are orders of magnitude cheaper (for so long as the inefficient market in utilons lasts).
 But long before we can begin to dream of any such boast, we secular humanists need to work on at least matching the per capita benevolent output of the worshippers.
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The Fun Theory Sequence
Eliezer Yudkowsky, 25 January 2009 11:18AM
(A shorter gloss of Fun Theory is "31 Laws of Fun", which summarizes the advice of Fun Theory to would-be Eutopian authors and futurists.)
Fun Theory is the field of knowledge that deals in questions such as "How much fun is there in the universe?", "Will we ever run out of fun?", "Are we having fun yet?" and "Could we be having more fun?"
Fun Theory is serious business.  The prospect of endless boredom is routinely fielded by conservatives as a knockdown argument against research on lifespan extension, against cryonics, against all transhumanism, and occasionally against the entire Enlightenment ideal of a better future.
Many critics (including George Orwell) have commented on the inability of authors to imagine Utopias where anyone would actually want to live.  If no one can imagine a Future where anyone would want to live, that may drain off motivation to work on the project.  But there are some quite understandable biases that get in the way of such visualization.
Fun Theory is also the fully general reply to religious theodicy (attempts to justify why God permits evil).  Our present world has flaws even from the standpoint of such eudaimonic considerations as freedom, personal responsibility, and self-reliance.  Fun Theory tries to describe the dimensions along which a benevolently designed world can and should be optimized, and our present world is clearly not the result of such optimization - there is room for improvement.  Fun Theory also highlights the flaws of any particular religion's perfect afterlife - you wouldn't want to go to their Heaven.
  Finally, going into the details of Fun Theory helps you see that eudaimonia is complicated - that there are many properties which contribute to a life worth living.  Which helps you appreciate just how worthless a galaxy would end up looking (with very high probability) if the galaxy was optimized by something with a utility function rolled up at random.  The narrowness of this target is the motivation to create AIs with precisely chosen goal systems (Friendly AI).
Fun Theory is built on top of the naturalistic metaethics summarized in Joy in the Merely Good; as such, its arguments ground in "On reflection, don't you think this is what you would actually want (for yourself and others)?"
Posts in the Fun Theory sequence (reorganized by topic, not necessarily in the original chronological order):
	Prolegomena to a Theory of Fun:  Fun Theory is an attempt to actually answer questions about eternal boredom that are more often posed and left hanging.  Attempts to visualize Utopia are often defeated by standard biases, such as the attempt to imagine a single moment of good news ("You don't have to work anymore!") rather than a typical moment of daily life ten years later.  People also believe they should enjoy various activities that they actually don't.  But since human values have no supernatural source, it is quite reasonable for us to try to understand what we want.  There is no external authority telling us that the future of humanity should not be fun.
 	High Challenge:  Life should not always be made easier for the same reason that video games should not always be made easier.  Think in terms of eliminating low-quality work to make way for high-quality work, rather than eliminating all challenge.  One needs games that are fun to play and not just fun to win.  Life's utility function is over 4D trajectories, not just 3D outcomes.  Values can legitimately be over the subjective experience, the objective result, and the challenging process by which it is achieved - the traveller, the destination and the journey.
 	Complex Novelty:  Are we likely to run out of new challenges, and be reduced to playing the same video game over and over?  How large is Fun Space?  This depends on how fast you learn; the faster you generalize, the more challenges you see as similar to each other.  Learning is fun, but uses up fun; you can't have the same stroke of genius twice.  But the more intelligent you are, the more potential insights you can understand; human Fun Space is larger than chimpanzee Fun Space, and not just by a linear factor of our brain size.  In a well-lived life, you may need to increase in intelligence fast enough to integrate your accumulating experiences.  If so, the rate at which new Fun becomes available to intelligence, is likely to overwhelmingly swamp the amount of time you could spend at that fixed level of intelligence.  The Busy Beaver sequence is an infinite series of deep insights not reducible to each other or to any more general insight.
 	Continuous Improvement:  Humans seem to be on a hedonic treadmill; over time, we adjust to any improvements in our environment - after a month, the new sports car no longer seems quite as wonderful.  This aspect of our evolved psychology is not surprising: is a rare organism in a rare environment whose optimal reproductive strategy is to rest with a smile on its face, feeling happy with what it already has.  To entirely delete the hedonic treadmill seems perilously close to tampering with Boredom itself.  Is there enough fun in the universe for a transhuman to jog off the treadmill - improve their life continuously, leaping to ever-higher hedonic levels before adjusting to the previous one?  Can ever-higher levels of pleasure be created by the simple increase of ever-larger floating-point numbers in a digital pleasure center, or would that fail to have the full subjective quality of happiness?  If we continue to bind our pleasures to novel challenges, can we find higher levels of pleasure fast enough, without cheating?  The rate at which value can increase as more bits are added, and the rate at which value must increase for eudaimonia, together determine the lifespan of a mind.  If minds must use exponentially more resources over time in order to lead a eudaimonic existence, their subjective lifespan is measured in mere millennia even if they can draw on galaxy-sized resources.

 	Sensual Experience:  Much of the anomie and disconnect in modern society can be attributed to our spending all day on tasks (like office work) that we didn't evolve to perform (unlike hunting and gathering on the savanna).  Thus, many of the tasks we perform all day do not engage our senses - even the most realistic modern video game is not the same level of sensual experience as outrunning a real tiger on the real savanna.  Even the best modern video game is low-bandwidth fun - a low-bandwidth connection to a relatively simple challenge, which doesn't fill our brains well as a result.  But future entities could have different senses and higher-bandwidth connections to more complicated challenges, even if those challenges didn't exist on the savanna.
 	Living By Your Own Strength:  Our hunter-gatherer ancestors strung their own bows, wove their own baskets and whittled their own flutes.  Part of our alienation from our design environment is the number of tools we use that we don't understand and couldn't make for ourselves.  It's much less fun to read something in a book than to discover it for yourself.  Specialization is critical to our current civilization.  But the future does not have to be a continuation of this trend in which we rely more and more on things outside ourselves which become less and less comprehensible.  With a surplus of power, you could begin to rethink the life experience as a road to internalizing new strengths, not just staying alive efficiently through extreme specialization.
 	Free to Optimize: Stare decisis is the legal principle which binds courts to follow precedent.  The rationale is not that past courts were wiser, but jurisprudence constante:  The legal system must be predictable so that people can implement contracts and behaviors knowing their implications.  The purpose of law is not to make the world perfect, but to provide a predictable environment in which people can optimize their own futures.  If an extremely powerful entity is choosing good futures on your behalf, that may leave little slack for you to navigate through your own strength.  Describing how an AI can avoid stomping your self-determination is a structurally complicated problem.  A simple (possibly not best) solution would be the gift of a world that works by improved rules, stable enough that the inhabitants could understand them and optimize their own futures together, but otherwise hands-off. 
Modern legal systems fail along this dimension; no one can possibly know all the laws, let alone obey them.
 	Harmful Options:  Offering people more choices that differ along many dimensions, may diminish their satisfaction with their final choice.  Losses are more painful than the corresponding gains are pleasurable, so people think of the dimensions along which their final choice was inferior, and of all the other opportunities passed up.  If you can only choose one dessert, you're likely to be happier choosing from a menu of two than from a menu of fourteen.  Refusing tempting choices consumes mental energy and decreases performance on other cognitive tasks.  A video game that contained an always-visible easier route through, would probably be less fun to play even if that easier route were deliberately foregone.  You can imagine a Devil who follows someone around, making their life miserable, solely by offering them options which are never actually taken.  And what if a worse option is taken due to a predictable mistake?  There are many ways to harm people by offering them more choices.
 	Devil's Offers:  It is dangerous to live in an environment in which a single failure of resolve, throughout your entire life, can result in a permanent addiction or in a poor edit of your own brain.  For example, a civilization which is constantly offering people tempting ways to shoot off their own feet - for example, offering them a cheap escape into eternal virtual reality, or customized drugs.  It requires a constant stern will that may not be much fun.  And it's questionable whether a superintelligence that descends from above to offer people huge dangerous temptations that they wouldn't encounter on their own, is helping.
 	Nonperson Predicates, Nonsentient Optimizers, Can't Unbirth a Child:  Discusses some of the problems of, and justification for, creating AIs that are knowably not conscious / sentient / people / citizens / subjective experiencers.  We don't want the AI's models of people to be people - we don't want conscious minds trapped helplessly inside it.  So we need how to tell that something is definitely not a person, and in this case, maybe we would like the AI itself to not be a person, which would simplify a lot of ethical issues if we could pull it off.  Creating a new intelligent species is not lightly to be undertaken from a purely ethical perspective; if you create a new kind of person, you have to make sure it leads a life worth living.
 	Amputation of Destiny:  C. S. Lewis's Narnia has a problem, and that problem is the super-lion Aslan - who demotes the four human children from the status of main characters, to mere hangers-on while Aslan does all the work.  Iain Banks's Culture novels have a similar problem; the humans are mere hangers-on of the superintelligent Minds.  We already have strong ethical reasons to prefer to create nonsentient AIs rather than sentient AIs, at least at first.  But we may also prefer in just a fun-theoretic sense that we not be overshadowed by hugely more powerful entities occupying a level playing field with us.  Entities with human emotional makeups should not be competing on a level playing field with superintelligences - either keep the superintelligences off the playing field, or design the smaller (human-level) minds with a different emotional makeup that doesn't mind being overshadowed.
 	Dunbar's Function:  Robin Dunbar's original calculation showed that the maximum human group size was around 150.  But a typical size for a hunter-gatherer band would be 30-50, cohesive online groups peak at 50-60, and small task forces may peak in internal cohesiveness around 7.  Our attempt to live in a world of six billion people has many emotional costs:  We aren't likely to know our President or Prime Minister, or to have any significant influence over our country's politics, although we go on behaving as if we did.  We are constantly bombarded with news about improbably pretty and wealthy individuals.  We aren't likely to find a significant profession where we can be the best in our field.  But if intelligence keeps increasing, the number of personal relationships we can track will also increase, along with the natural degree of specialization.  Eventually there might be a single community of sentients that really was a single community.
 	In Praise of Boredom: 
"Boredom" is an immensely subtle and important aspect of human values, nowhere near as straightforward as it sounds to a human.  We don't want to get bored with breathing or with thinking.  We do want to get bored with playing the same level of the same video game over and over.  We don't want changing the shade of the pixels in the game to make it stop counting as "the same game".  We want a steady stream of novelty, rather than spending most of our time playing the best video game level so far discovered (over and over) and occasionally trying out a different video game level as a new candidate for "best".  These considerations would not arise in most utility functions in expected utility maximizers.
 	Sympathetic Minds: 
Mirror neurons are neurons that fire both when performing an action oneself, and watching someone else perform the same action - for example, a neuron that fires when you raise your hand or watch someone else raise theirs.  We predictively model other minds by putting ourselves in their shoes, which is empathy.  But some of our desire to help relatives and friends, or be concerned with the feelings of allies, is expressed as sympathy, feeling what (we believe) they feel.  Like "boredom", the human form of sympathy would not be expected to arise in an arbitrary expected-utility-maximizing AI.  Most such agents would regard any agents in its environment as a special case of complex systems to be modeled or optimized; it would not feel what they feel.
 	Interpersonal Entanglement: 
Our sympathy with other minds makes our interpersonal relationships one of the most complex aspects of human existence.  Romance, in particular, is more complicated than being nice to friends and kin, negotiating with allies, or outsmarting enemies - it contains aspects of all three.  Replacing human romance with anything simpler or easier would decrease the peak complexity of the human species - a major step in the wrong direction, it seems to me.  This is my problem with proposals to give people perfect, nonsentient sexual/romantic partners, which I usually refer to as "catgirls" ("catboys").  The human species does have a statistical sex problem: evolution has not optimized the average man to make the average woman happy or vice versa.  But there are less sad ways to solve this problem than both genders giving up on each other and retreating to catgirls/catboys.
 	Failed Utopia #4-2: 
A fictional short story illustrating some of the ideas in Interpersonal Entanglement above.  (Many commenters seemed to like this story, and some said that the ideas were easier to understand in this form.)
 	Growing Up is Hard: 
Each piece of the human brain is optimized on the assumption that all the other pieces are working the same way they did in the ancestral environment.  Simple neurotransmitter imbalances can result in psychosis, and some aspects of Williams Syndrome are probably due to having a frontal cortex that is too large relative to the rest of the brain.  Evolution creates limited robustness, but often stepping outside the ancestral parameter box just breaks things.  Even if the first change works, the second and third changes are less likely to work as the total parameters get less ancestral and the brain's tolerance is used up.  A cleanly designed AI might improve itself to the point where it was smart enough to unravel and augment the human brain.  Or uploads might be able to make themselves smart enough to solve the increasingly difficult problem of not going slowly, subtly insane.  Neither path is easy.  There seems to be an irreducible residue of danger and difficulty associated with an adult version of humankind ever coming into being.  Being a transhumanist means wanting certain things; it doesn't mean you think those things are easy.
 	Changing Emotions: 
Creating new emotions seems like a desirable aspect of many parts of Fun Theory, but this is not to be trivially postulated.  It's the sort of thing best done with superintelligent help, and slowly and conservatively even then.  We can illustrate these difficulties by trying to translate the short English phrase "change sex" into a cognitive transformation of extraordinary complexity and many hidden subproblems.
 	Emotional Involvement:  Since the events in video games have no actual long-term consequences, playing a video game is not likely to be nearly as emotionally involving as much less dramatic events in real life.  The supposed Utopia of playing lots of cool video games forever, is life as a series of disconnected episodes with no lasting consequences.  Our current emotions are bound to activities that were subgoals of reproduction in the ancestral environment - but we now pursue these activities as independent goals regardless of whether they lead to reproduction. 
(Sex with birth control is the classic example.)  A transhuman existence would need new emotions suited to the important short-term and long-term events of that existence.
 	Serious Stories:  Stories and lives are optimized according to rather different criteria.  Advice on how to write fiction will tell you that "stories are about people's pain" and "every scene must end in disaster".  I once assumed that it was not possible to write any story about a successful Singularity because the inhabitants would not be in any pain; but something about the final conclusion that the post-Singularity world would contain no stories worth telling seemed alarming.  Stories in which nothing ever goes wrong, are painful to read; would a life of endless success have the same painful quality?  If so, should we simply eliminate that revulsion via neural rewiring?  Pleasure probably does retain its meaning in the absence of pain to contrast it; they are different neural systems.  The present world has an imbalance between pain and pleasure; it is much easier to produce severe pain than correspondingly intense pleasure.  One path would be to address the imbalance and create a world with more pleasures, and free of the more grindingly destructive and pointless sorts of pain.  Another approach would be to eliminate pain entirely.  I feel like I prefer the former approach, but I don't know if it can last in the long run.
 	Eutopia is Scary:  If a citizen of the Past were dropped into the Present world, they would be pleasantly surprised along at least some dimensions; they would also be horrified, disgusted, and frightened.  This is not because our world has gone wrong, but because it has gone right.  A true Future gone right would, realistically, be shocking to us along at least some dimensions.  This may help explain why most literary Utopias fail; as George Orwell observed, "they are chiefly concerned with avoiding fuss".  Heavens are meant to sound like good news; political utopias are meant to show how neatly their underlying ideas work.  Utopia is reassuring, unsurprising, and dull.  Eutopia would be scary.  (Of course the vast majority of scary things are not Eutopian, just entropic.)  Try to imagine a genuinely better world in which you would be out of place - not a world that would make you smugly satisfied at how well all your current ideas had worked.  This proved to be a very important exercise when I tried it; it made me realize that all my old proposals had been optimized to sound safe and reassuring.
 	Building Weirdtopia:  Utopia and Dystopia both confirm the moral sensibilities you started with; whether the world is a libertarian utopia of government non-interference, or a hellish dystopia of government intrusion and regulation, either way you get to say "Guess I was right all along."  To break out of this mold, write down the Utopia, and the Dystopia, and then try to write down the Weirdtopia - an arguably-better world that zogs instead of zigging or zagging.  (Judging from the comments, this exercise seems to have mostly failed.)
 	Justified Expectation of Pleasant Surprises:  A pleasant surprise probably has a greater hedonic impact than being told about the same positive event long in advance - hearing about the positive event is good news in the moment of first hearing, but you don't have the gift actually in hand.  Then you have to wait, perhaps for a long time, possibly comparing the expected pleasure of the future to the lesser pleasure of the present.  This argues that if you have a choice between a world in which the same pleasant events occur, but in the first world you are told about them long in advance, and in the second world they are kept secret until they occur, you would prefer to live in the second world.  The importance of hope is widely appreciated - people who do not expect their lives to improve in the future are less likely to be happy in the present - but the importance of vague hope may be understated.
 	Seduced by Imagination:  Vagueness usually has a poor name in rationality, but the Future is something about which, in fact, we do not possess strong reliable specific information.  Vague (but justified!) hopes may also be hedonically better.  But a more important caution for today's world is that highly specific pleasant scenarios can exert a dangerous power over human minds - suck out our emotional energy, make us forget what we don't know, and cause our mere actual lives to pale by comparison.  (This post is not about Fun Theory proper, but it contains an important warning about how not to use Fun Theory.)
 	The Uses of Fun (Theory):  Fun Theory is important for replying to critics of human progress; for inspiring people to keep working on human progress; for refuting religious arguments that the world could possibly have been benevolently designed; for showing that religious Heavens show the signature of the same human biases that torpedo other attempts at Utopia; and for appreciating the great complexity of our values and of a life worth living, which requires a correspondingly strong effort of AI design to create AIs that can play good roles in a good future.
 	Higher Purpose:  Having a Purpose in Life consistently shows up as something that increases stated well-being.  Of course, the problem with trying to pick out "a Purpose in Life" in order to make yourself happier, is that this doesn't take you outside yourself; it's still all about you.  To find purpose, you need to turn your eyes outward to look at the world and find things there that you care about - rather than obsessing about the wonderful spiritual benefits you're getting from helping others.  In today's world, most of the highest-priority legitimate Causes consist of large groups of people in extreme jeopardy:  Aging threatens the old, starvation threatens the poor, extinction risks threaten humanity as a whole.  If the future goes right, many and perhaps all such problems will be solved - depleting the stream of victims to be helped.  Will the future therefore consist of self-obsessed individuals, with nothing to take them outside themselves?  I suggest, though, that even if there were no large groups of people in extreme jeopardy, we would still, looking around, find things outside ourselves that we cared about - friends, family; truth, freedom...  Nonetheless, if the Future goes sufficiently well, there will come a time when you could search the whole of civilization, and never find a single person so much in need of help, as dozens you now pass on the street.  If you do want to save someone from death, or help a great many people, then act now; your opportunity may not last, one way or another.
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    On Not Having an Advance Abyssal Plan

    
      Eliezer Yudkowsky, 23 February 2009 08:20PM
    

    "Even though he could foresee the problem then, we can see it equally well now.  Therefore, if he could foresee the solution then, we should be able to see it now.  After all, Seldon was not a magician.  There are no trick methods of escaping a dilemma that he can see and we can't."
        -- Salvor Hardin

    Years ago at the Singularity Institute, the Board was entertaining a proposal to expand somewhat.  I wasn't sure our funding was able to support the expansion, so I insisted that - if we started running out of money - we decide in advance who got fired and what got shut down, in what order.

    Even over the electronic aether, you could hear the uncomfortable silence.

    "Why can't we decide that at the time, if the worst happens?" they said, or something along those lines.

    "For the same reason that when you're buying a stock you think will go up, you decide how far it has to decline before it means you were wrong," I said, or something along those lines; this being far back enough in time that I would still have used stock-trading in a rationality example.  "If we can make that decision during a crisis, we ought to be able to make it now.  And if I can't trust that we can make this decision in a crisis, I can't trust this to go forward."

    People are really, really reluctant to plan in advance for the abyss.  But what good reason is there not to?  How can you be worse off from knowing in advance what you'll do in the worse cases?

    

    

    

    

    I have been trying fairly hard to keep my mouth shut about the current economic crisis.  But still -

    Why didn't various governments create and publish a plan for what they would do in the event of various forms of financial collapse, before it actually happened? 

    
    Never mind hindsight on the real-estate bubble - there are lots of things that could potentially trigger financial catastrophes.  I'm willing to bet the American government knows what it will do in terms of immediate rescue operations if an atomic bomb goes off in San Francisco.  But if the US government had any advance idea of under which circumstances it would nationalize Fannie Mae or guarantee Bear Stearns's counterparties, this plan was not very much in evidence as various government officials gave every appearance of trying to figure everything out on the fly.

    A published, believable advance plan for the worst case - one that you could actually believe the government would carry out, instead of junking the plan to try to keep the top spinning a little longer - would have made the markets that much less uncertain.

    If you don't publish a plan for catastrophe - or can't publish a believable plan - then the market just tries to guess what a realistic, believable plan would look like.  If that realistic, believable plan involves frantically attempting to bail out the large financial entities in order to keep the whole system from melting down further, you have moral hazard.  If they actually do it, that's lemon socialism (privatized upside, public downside).

    If that's what happens in the abyssal case - then not publishing that fact, doesn't prevent anyone from foreseeing it.  If you publish that plan, maybe it will start a debate about whether to break up Bear Stearns into smaller entities, or change the plan to give counterparties a predictable 10% haircut, or claw back executive bonuses no matter what their contracts read (because you really aren't supposed to screw up so badly that the government has to get involved)...

    But if you can't publish a realistic, believable advance abyssal plan that doesn't call for rescuing the huge entities - then who are you even kidding?

    Governmental agencies failing to stare into the abyss in advance gives us a double problem: moral hazard as counterparties and investors try to guess what the government will realistically do; and fear and uncertainty in the market when the worst does happen.

    It's questionable whether the government should be in the position of trying to forecast the abyss - to put a probability on financial meltdown in any given year due to any given cause.  But advance abyssal planning isn't about the probability, as it would be in investing.  It's about the possibility.  If you can realistically imagine global financial meltdowns of various types being possible, there's no excuse for not war-gaming them.  If your brain doesn't literally cease to exist upon facing systemic meltdowns at the time, you ought to be able to imagine plausible systemic meltdowns in advance.

    Sure, you might have to make some modifications on-the-fly because you didn't get the exact causes and circumstances right.  But it shouldn't be obvious and predictable that the modifications will consist of "Oh dear it's more awful than we planned for and the systemic hazard is worse and now we really do have to bail out everyone even though we said we wouldn't."  Then the plan is not believable.

    So long as the plan is not wrong in the stupidly obvious directions, it's hard to see how we'd be worse off if the governors of the Federal Reserve had taken a week once per year to play through scenarios more nightmarish than this one in their minds, deciding in advance what to do about it, realistically.

    I suppose the main argument against publishing the plan would be that the uninformed public (i.e. Congress) would revolt against the emergency plans, demanding that unbelievable plans be substituted (let the banks burn! don't bail out GM!) and then changing their tune as soon as the worst actually happened.

    But at least having the Federal Reserve privately visualizing all sorts of hideous possibilities in advance, war-gaming them with the Board of Governors, and planning for them realistically - so that when the worst starts happening, you don't have everyone running around being vague and visibly unprepared and refusing to talk about what happens if things get even worse - instead you just take out folder #37-B and figure out what needs tweaking - for the lack of that preparedness, there seems to me to be very little excuse.  The Federal Reserve should not be in the business of forecasting probabilities - they've already demonstrated that they can't, and they're not investors.  They should just be always staring into the abyss.

    Of course the Federal Reserve doesn't read this blog, so far as I know.  But it's the sort of thing that doesn't require a majority vote for individuals to use in their personal lives.
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  Natural Selection's Speed Limit and Complexity Bound
Eliezer Yudkowsky, 04 November 2007 04:54PM
Followup to:  An Alien God, The Wonder of Evolution, Evolutions Are Stupid
 Yesterday, I wrote:
  Humans can do things that evolutions probably can't do period over the expected lifetime of the universe.  As the eminent biologist Cynthia Kenyon once put it at a dinner I had the honor of attending, "One grad student can do things in an hour that evolution could not do in a billion years."  According to biologists' best current knowledge, evolutions have invented a fully rotating wheel on a grand total of three occasions.
 
 But then, natural selection has not been running for a mere million years.  It's been running for 3.85 billion years.   That's enough to do something natural selection "could not do in a billion years" three times.  Surely the cumulative power of natural selection is beyond human intelligence?
 Not necessarily.  There's a limit on how much complexity an evolution can support against the degenerative pressure of copying errors.
 
 (Warning:  A simulation I wrote to verify the following arguments did not return the expected results.  See addendum and comments.)
 (Addendum 2:  This discussion has now been summarized in the Less Wrong Wiki.  I recommend reading that instead.)

 The vast majority of mutations are either neutral or detrimental; here we are focusing on detrimental mutations.  At equilibrium, the rate at which a detrimental mutation is introduced by copying errors, will equal the rate at which it is eliminated by selection.
 A copying error introduces a single instantiation of the mutated gene.  A death eliminates a single instantiation of the mutated gene. (We'll ignore the possibility that it's a homozygote, etc; a failure to mate also works, etc.)  If the mutation is severely detrimental, it will be eliminated very quickly - the embryo might just fail to develop.  But if the mutation only leads to a 0.01% probability of dying, it might spread to 10,000 people before one of them died.  On average, one detrimental mutation leads to one death; the weaker the selection pressure against it, the more likely it is to spread.  Again, at equilibrium, copying errors will introduce mutations at the same rate that selection eliminates them. One mutation, one death.
 This means that you need the same amount of selection pressure to keep a gene intact, whether it's a relatively important gene or a relatively unimportant one.  The more genes are around, the more selection pressure required.  Under too much selection pressure - too many children eliminated in each generation - a species will die out.
 We can quantify selection pressure as follows:  Suppose that 2 parents give birth to an average of 16 children.  On average all but 2 children must either die or fail to reproduce.  Otherwise the species population very quickly goes to zero or infinity.  From 16 possibilities, all but 2 are eliminated - we can call this 3 bits of selection pressure.  Not bits like bytes on a hard drive, but mathematician's bits, information-theoretical bits; one bit is the ability to eliminate half the possibilities.  This is the speed limit on evolution.
 Among mammals, it's safe to say that the selection pressure per generation is on the rough order of 1 bit.  Yes, many mammals give birth to more than 4 children, but neither does selection perfectly eliminate all but the most fit organisms.  The speed limit on evolution is an upper bound, not an average.
 This 1 bit per generation has to be divided up among all the genetic variants being selected on, for the whole population.  It's not 1 bit per organism per generation, it's 1 bit per gene pool per generation.  Suppose there's some amazingly beneficial mutation making the rounds, so that organisms with the mutation have 50% more offspring.  And suppose there's another less beneficial mutation, that only contributes 1% to fitness.  Very often, an organism that lacks the 1% mutation, but has the 50% mutation, will outreproduce another who has the 1% mutation but not the 50% mutation.
 There are limiting forces on variance; going from 10 to 20 children is harder than going from 1 to 2 children.  There's only so much selection to go around, and beneficial mutations compete to be promoted by it (metaphorically speaking).  There's an upper bound, a speed limit to evolution:  If Nature kills off a grand total of half the children, then the gene pool of the next generation can acquire a grand total of 1 bit of information.
 I am informed that this speed limit holds even with semi-isolated breeding subpopulations, sexual reproduction, chromosomal linkages, and other complications.
 Let's repeat that.  It's worth repeating.  A mammalian gene pool can acquire at most 1 bit of information per generation.
 Among mammals, the rate of DNA copying errors is roughly 10^-8 per base per generation.  Copy a hundred million DNA bases, and on average, one will copy incorrectly.  One mutation, one death; each non-junk base of DNA soaks up the same amount of selection pressure to counter the degenerative pressure of copying errors.  It's a truism among biologists that most selection pressure goes toward maintaining existing genetic information, rather than promoting new mutations.
 Natural selection probably hit its complexity bound no more than a hundred million generations after multicellular organisms got started.  Since then, over the last 600 million years, evolutions have substituted new complexity for lost complexity, rather than accumulating adaptations.  Anyone who doubts this should read George Williams's classic "Adaptation and Natural Selection", which treats the point at much greater length.
 In material terms, a Homo sapiens genome contains roughly 3 billion bases.  We can see, however, that mammalian selection pressures aren't going to support 3 billion bases of useful information.  This was realized on purely mathematical grounds before "junk DNA" was discovered, before the Genome Project announced that humans probably had only 20-25,000 protein-coding genes.  Yes, there's genetic information that doesn't code for proteins - all sorts of regulatory regions and such.  But it is an excellent bet that nearly all the DNA which appears to be junk, really is junk.  Because, roughly speaking, an evolution isn't going to support more than 10^8 meaningful bases with 1 bit of selection pressure and a 10^-8 error rate.
 Each base is 2 bits.  A byte is 8 bits.  So the meaningful DNA specifying a human must fit into at most 25 megabytes.
 (Pause.)
 Yes.  Really.
 And the Human Genome Project gave the final confirmation.  25,000 genes plus regulatory regions will fit in 100,000,000 bases with lots of room to spare.
 Amazing, isn't it?
 Addendum:  genetics.py, a simple Python program that simulates mutation and selection in a sexually reproducing population, is failing to match the result described above.  Sexual recombination is random, each pair of parents have 4 children, and the top half of the population is selected each time.  Wei Dai rewrote the program in C++ and reports that the supportable amount of genetic information increases as the inverse square of the mutation rate(?!) which if generally true would make it possible for the entire human genome to be meaningful.
 In the above post,  George Williams's arguments date back to 1966, and the result that the human genome contains <25,000 protein-coding regions comes from the Genome Project.  The argument that 2 parents having 16 children with 2 surviving implies a speed limit of 3 bits per generation was found here, and I understand that it dates back to Kimura's work in the 1950s.  However, the attempt to calculate a specific bound of 25 megabytes was my own.
 It's possible that the simulation contains a bug, or that I used unrealistic assumptions.  If the entire human genome of 3 billion DNA bases could be meaningful, it's not clear why it would contain <25,000 genes.  Empirically, an average of O(1) bits of genetic information per generation seems to square well with observed evolutionary times; we don't actually see species gaining thousands of bits per generation.  There is also no reason to believe that a dog has greater morphological or biochemical complexity than a dinosaur.  In short, only the math I tried to calculate myself should be regarded as having failed, not the beliefs that are wider currency in evolutionary biology.  But until I understand what's going on, I would suggest citing only George Williams's arguments and the Genome Project result, not the specific mathematical calculation shown above.

Referenced by: Beware of Stephen J. Gould • The Simple Math of Everything • Observing Optimization
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    The Litany Against Gurus

    
      Eliezer Yudkowsky, 18 December 2007 08:11PM
    

    I am your hero!
I am your master!
Learn my arts,
Seek my way.

Learn as I learned,
Seek as I sought.

Envy me!
Aim at me!
Rival me!
Transcend me!

Look back,
Smile,
And then -
Eyes front!

I was never your city,
Just a stretch of your road.

    

    
      
        	Sequence: Death Spirals and the Cult Attractor
      

      
        	
          Guardians of Ayn Rand
        
        	
          Two Cult Koans
        
      

    

    Referenced by: Politics and Awful Art • Cultish Countercultishness • To Spread Science, Keep It Secret
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    Zero-based karma coming through

    
      Eliezer Yudkowsky, 08 April 2009 01:19AM
    

    Our friends at Tricycle will push through a zero-based karma system (no self-voting possible) sometime this evening.  At present this will only cover future posts/comments - they may go back and revise history some time in the indefinite future (or not), but apparently that would be overly complicated for now.  We'll see how this works.
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  Rationality Quotes 17
Eliezer Yudkowsky, 11 September 2008 03:29AM
"We take almost all of the decisive steps in our lives as a result of slight inner adjustments of which we are barely conscious."
         -- Austerlitz
 "In both poker and life, you can't read people any better than they can read themselves. You can, if you’re good, very accurately determine if they think their hand is good, or if they think they know the answer to your legal question. But you can't be sure if reality differs from their perception."
        -- Matt Maroon
 "We should not complain about impermanence, because without impermanence, nothing is possible."
         -- Thich Nhat Hanh 
 "I've never been happy. I have a few memories, early in life, and it sounds dramatic to say, but when I reflect on my life, the best I've ever had were brief periods when things were simply less painful."
         -- Ilan Bouchard 
 Q: What are the "intuitive and metaphyscal arts"?
A: The gods alone know. Probably the old tired con-acts of fortune-telling and putting the hex on your neighbor's goat, glossed up with gibberish borrowed from pop science tracts in the last two centuries.
         -- The Aleph Anti-FAQ
 "If you build a snazzy alife sim ... you'd be a kind of bridging `first cause', and might even have the power to intervene in their lives - even obliterate their entire experienced cosmos - but that wouldn't make you a god in any interesting sense.  Gods are ontologically distinct from creatures, or they're not worth the paper they're written on."
         -- Damien Broderick
 "NORMAL is a setting on a washing-machine."
         -- Nikolai Kingsley

Original with comments: Rationality Quotes 17
Bystander Apathy
Eliezer Yudkowsky, 13 April 2009 01:26AM
The bystander effect, also known as bystander apathy, is that larger groups are less likely to act in emergencies - not just individually, but collectively.  Put an experimental subject alone in a room and let smoke start coming up from under the door.  75% of the subjects will leave to report it.  Now put three subjects in the room - real subjects, none of whom know what's going on.  On only 38% of the occasions will anyone report the smoke.  Put the subject with two confederates who ignore the smoke, and they'll only report it 10% on the time - even staying in the room until it becomes hazy.  (Latane and Darley 1969.)
 On the standard model, the two primary drivers of bystander apathy are:
 	Diffusion of responsibility - everyone hopes that someone else will be first to step up and incur any costs of acting.  When no one does act, being part of a crowd provides an excuse and reduces the chance of being held personally responsible for the results.
 	Pluralistic ignorance - people try to appear calm while looking for cues, and see... that the others appear calm.
 
Cialdini (2001):
  Very often an emergency is not obviously an emergency.  Is the man lying in the alley a heart-attack victim or a drunk sleeping one off?  ...  In times of such uncertainty, the natural tendency is to look around at the actions of others for clues.  We can learn from the way the other witnesses are reacting whether the event is or is not an emergency.  What is easy to forget, though, is that everybody else observing the event is likely to be looking for social evidence, too.  Because we all prefer to appear poised and unflustered among others, we are likely to search for that evidence placidly, with brief, camouflaged glances at those around us.  Therefore everyone is likely to see everyone else looking unruffled and failing to act.
 
 Cialdini suggests that if you're ever in emergency need of help, you point to one single bystander and ask them for help - making it very clear to whom you're referring.  Remember that the total group, combined, may have less chance of helping than one individual.
 I've mused a bit on the evolutionary psychology of the bystander effect.  Suppose that in the ancestral environment, most people in your band were likely to be at least a little related to you - enough to be worth saving, if you were the only one who could do it.  But if there are two others present, then the first person to act incurs a cost, while the other two both reap the genetic benefit of a partial relative being saved.  Could there have been an arms race for who waited the longest?
 As far as I've followed this line of speculation, it doesn't seem to be a good explanation - at the point where the whole group is failing to act, a gene that helps immediately ought to be able to invade, I would think.  The experimental result is not a long wait before helping, but simply failure to help: if it's a genetic benefit to help when you're the only person who can do it (as does happen in the experiments) then the group equilibrium should not be no one helping (as happens in the experiments).
 So I don't think an arms race of delay is a plausible evolutionary explanation.  More likely, I think, is that we're looking at a nonancestral problem.  If the experimental subjects actually know the apparent victim, the chances of helping go way up (i.e., we're not looking at the correlate of helping an actual fellow band member).  If I recall correctly, if the experimental subjects know each other, the chances of action also go up.
 Nervousness about public action may also play a role.  If Robin Hanson is right about the evolutionary role of "choking", then being first to act in an emergency might also be taken as a dangerous bid for high status.  (Come to think, I can't actually recall seeing shyness discussed in analyses of the bystander effect, but that's probably just my poor memory.)
 Can the bystander effect be explained primarily by diffusion of moral responsibility?  We could be cynical and suggest that people are mostly interested in not being blamed for not helping, rather than having any positive desire to help - that they mainly wish to escape antiheroism and possible retribution.  Something like this may well be a contributor, but two observations that mitigate against it are (a) the experimental subjects did not report smoke coming in from under the door, even though it could well have represented a strictly selfish threat and (b) telling people about the bystander effect reduces the bystander effect, even though they're no more likely to be held publicly responsible thereby.
 In fact, the bystander effect is one of the main cases I recall offhand where telling people about a bias actually seems able to strongly reduce it - maybe because the appropriate way to compensate is so obvious, and it's not easy to overcompensate (as when you're trying to e.g. adjust your calibration).  So we should be careful not to be too cynical about the implications of the bystander effect and diffusion of responsibility, if we interpret individual action in terms of a cold, calculated attempt to avoid public censure.  People seem at least to sometimes hold themselves responsible, once they realize they're the only ones who know enough about the bystander effect to be likely to act.
 Though I wonder what happens if you know that you're part of a crowd where everyone has been told about the bystander effect...
 
Cialdini, R. (2001.)  Influence: Science and Practice.  Boston, MA: Allyn and Bacon.
 Latane, B. and Darley, J. (1969.)  Bystander "Apathy", American Scientist, 57: 244-268.
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Recognizing Intelligence
Eliezer Yudkowsky, 07 November 2008 11:22PM
Previously in series:  Building Something Smarter
 Humans in Funny Suits inveighed against the problem of "aliens" on TV shows and movies who think and act like 21st-century middle-class Westerners, even if they have tentacles or exoskeletons.  If you were going to seriously ask what real aliens might be like, you would try to make fewer assumptions - a difficult task when the assumptions are invisible.
 I previously spoke of how you don't have to start out by assuming any particular goals, when dealing with an unknown intelligence.  You can use some of your evidence to deduce the alien's goals, and then use that hypothesis to predict the alien's future achievements, thus making an epistemological profit.
 But could you, in principle, recognize an alien intelligence without even hypothesizing anything about its ultimate ends - anything about the terminal values it's trying to achieve?
 This sounds like it goes against my suggested definition of intelligence, or even optimization.  How can you recognize something as having a strong ability to hit narrow targets in a large search space, if you have no idea what the target is?
 And yet, intuitively, it seems easy to imagine a scenario in which we could recognize an alien's intelligence while having no concept whatsoever of its terminal values - having no idea where it's trying to steer the future.
 
 Suppose I landed on an alien planet and discovered what seemed to be a highly sophisticated machine, all gleaming chrome as the stereotype demands.  Can I recognize this machine as being in any sense well-designed, if I have no idea what the machine is intended to accomplish?  Can I guess that the machine's makers were intelligent, without guessing their motivations?
 And again, it seems like in an intuitive sense I should obviously be able to do so.  I look at the cables running through the machine, and find large electrical currents passing through them, and discover that the material is a flexible high-temperature high-amperage superconductor.  Dozens of gears whir rapidly, perfectly meshed...
 I have no idea what the machine is doing.  I don't even have a hypothesis as to what it's doing.  Yet I have recognized the machine as the product of an alien intelligence.  Doesn't this show that "optimization process" is not an indispensable notion to "intelligence"?
 But you can't possibly recognize intelligence without at least having such a thing as a concept of "intelligence" that divides the universe into intelligent and unintelligent parts.  For there to be a concept, there has to be a boundary.  So what am I recognizing?
 If I don't see any optimization criterion by which to judge the parts or the whole - so that, as far as I know, a random volume of air molecules or a clump of dirt would be just as good a design - then why am I focusing on this particular object and saying, "Here is a machine"? Why not say the same about a cloud or a rainstorm?
 Why is it a good hypothesis to suppose that intelligence or any other optimization process played a role in selecting the form of what I see, any more than it is a good hypothesis to suppose that the dust particles in my rooms are arranged by dust elves?
 Consider that gleaming chrome.  Why did humans start making things out of metal?  Because metal is hard; it retains its shape for a long time.  So when you try to do something, and the something stays the same for a long period of time, the way-to-do-it may also stay the same for a long period of time.  So you face the subproblem of creating things that keep their form and function.  Metal is one solution to that subproblem.
 There are no-free-lunch theorems showing the impossibility of various kinds of inference, in maximally disordered universes.  In the same sense, if an alien's goals were maximally disordered, it would be unable to achieve those goals and you would be unable to detect their achievement.
 But as simple a form of negentropy as regularity over time - that the alien's terminal values don't take on a new random form with each clock tick - can imply that hard metal, or some other durable substance, would be useful in a "machine" - a persistent configuration of material that helps promote a persistent goal.
 The gears are a solution to the problem of transmitting mechanical forces from one place to another, which you would want to do because of the presumed economy of scale in generating the mechanical force at a central location and then distributing it.  In their meshing, we recognize a force of optimization applied in the service of a recognizable instrumental value: most random gears, or random shapes turning against each other, would fail to mesh, or fly apart.  Without knowing what the mechanical forces are meant to do, we recognize something that transmits mechanical force - this is why gears appear in many human artifacts, because it doesn't matter much what kind of mechanical force you need to transmit on the other end.  You may still face problems like trading torque for speed, or moving mechanical force from generators to appliers.
 These are not universally convergent instrumental challenges.  They probably aren't even convergent with respect to maximum-entropy goal systems (which are mostly out of luck).
 But relative to the space of low-entropy, highly regular goal systems - goal systems that don't pick a new utility function for every different time and every different place - that negentropy pours through the notion of "optimization" and comes out as a concentrated probability distribution over what an "alien intelligence" would do, even in the "absence of any hypothesis" about its goals.
 Because the "absence of any hypothesis", in this case, does not correspond to a maxentropy distribution, but rather an ordered prior that is ready to recognize any structure that it sees.  If you see the aliens making cheesecakes over and over and over again, in many different places and times, you are ready to say "the aliens like cheesecake" rather than "my, what a coincidence".  Even in the absence of any notion of what the aliens are doing - whether they're making cheesecakes or paperclips or eudaimonic sentient beings - this low-entropy prior itself can pour through the notion of "optimization" and be transformed into a recognition of solved instrumental problems.
 If you truly expected no order of an alien mind's goals - if you did not credit even the structured prior that lets you recognize order when you see it - then you would be unable to identify any optimization or any intelligence.  Every possible configuration of matter would appear equally probable as "something the mind might design", from desk dust to rainstorms.  Just another hypothesis of maximum entropy.
 This doesn't mean that there's some particular identifiable thing that all alien minds want.  It doesn't mean that a mind, "by definition", doesn't change its goals over time.  Just that if there were an "agent" whose goals were pure snow on a television screen, its acts would be the same.
 Like thermodynamics, cognition is about flows of order.  An ordered outcome needs negentropy to fuel it.  Likewise, where we expect or recognize a thing, even so lofty and abstract as "intelligence", we must have ordered beliefs to fuel our anticipation.  It's all part of the great game, Follow-the-Negentropy.

Referenced by: Lawful Creativity
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Great Books of Failure
Eliezer Yudkowsky, 19 April 2009 12:59AM
Followup to:  Unteachable Excellence
 As previously observed, extraordinary successes tend to be considered extraordinary precisely because it is hard to teach (relative to the then-current level of understanding and systematization).  On the other hand, famous failures are much more likely to contain lessons on what to avoid next time.
 Books about epic screwups have constituted some of my more enlightening reading.  Do you have any such books to recommend?
 Please break up multiple recommendations into multiple comments, one book per comment, so they can be voted on and discussed separately.  And please say at least a little about the book's subject and what sort of lesson you learned from it.

Original with comments: Great Books of Failure
This Didn't Have To Happen
Eliezer Yudkowsky, 23 April 2009 07:07PM
My girlfriend/SO's grandfather died last night, running on a treadmill when his heart gave out.
 He wasn't signed up for cryonics, of course.  She tried to convince him, and I tried myself a little the one time I met her grandparents.
 "This didn't have to happen.  Fucking religion."
 That's what my girlfriend said.
 I asked her if I could share that with you, and she said yes.
 Just so that we're clear that all the wonderful emotional benefits of self-delusion come with a price, and the price isn't just to you.

Original with comments: This Didn't Have To Happen
The Sin of Underconfidence
Eliezer Yudkowsky, 20 April 2009 06:30AM
There are three great besetting sins of rationalists in particular, and the third of these is underconfidence.  Michael Vassar regularly accuses me of this sin, which makes him unique among the entire population of the Earth.
 But he's actually quite right to worry, and I worry too, and any adept rationalist will probably spend a fair amount of time worying about it.  When subjects know about a bias or are warned about a bias, overcorrection is not unheard of as an experimental result.  That's what makes a lot of cognitive subtasks so troublesome - you know you're biased but you're not sure how much, and you don't know if you're correcting enough - and so perhaps you ought to correct a little more, and then a little more, but is that enough?  Or have you, perhaps, far overshot?  Are you now perhaps worse off than if you hadn't tried any correction?
 You contemplate the matter, feeling more and more lost, and the very task of estimation begins to feel increasingly futile...
 And when it comes to the particular questions of confidence, overconfidence, and underconfidence - being interpreted now in the broader sense, not just calibrated confidence intervals - then there is a natural tendency to cast overconfidence as the sin of pride, out of that other list which never warned against the improper use of humility or the abuse of doubt.  To place yourself too high - to overreach your proper place - to think too much of yourself - to put yourself forward - to put down your fellows by implicit comparison - and the consequences of humiliation and being cast down, perhaps publicly - are these not loathesome and fearsome things?
 To be too modest - seems lighter by comparison; it wouldn't be so humiliating to be called on it publicly, indeed, finding out that you're better than you imagined might come as a warm surprise; and to put yourself down, and others implicitly above, has a positive tinge of niceness about it, it's the sort of thing that Gandalf would do.
 So if you have learned a thousand ways that humans fall into error and read a hundred experimental results in which anonymous subjects are humiliated of their overconfidence - heck, even if you've just read a couple of dozen - and you don't know exactly how overconfident you are - then yes, you might genuinely be in danger of nudging yourself a step too far down.
 I have no perfect formula to give you that will counteract this.  But I have an item or two of advice.
 What is the danger of underconfidence?
 Passing up opportunities.  Not doing things you could have done, but didn't try (hard enough).
 So here's a first item of advice:  If there's a way to find out how good you are, the thing to do is test it.  A hypothesis affords testing; hypotheses about your own abilities likewise.  Once upon a time it seemed to me that I ought to be able to win at the AI-Box Experiment; and it seemed like a very doubtful and hubristic thought; so I tested it.  Then later it seemed to me that I might be able to win even with large sums of money at stake, and I tested that, but I only won 1 time out of 3.  So that was the limit of my ability at that time, and it was not necessary to argue myself upward or downward, because I could just test it.
 One of the chief ways that smart people end up stupid, is by getting so used to winning that they stick to places where they know they can win - meaning that they never stretch their abilities, they never try anything difficult.
 It is said that this is linked to defining yourself in terms of your "intelligence" rather than "effort", because then winning easily is a sign of your "intelligence", where failing on a hard problem could have been interpreted in terms of a good effort.
 Now, I am not quite sure this is how an adept rationalist should think about these things: rationality is systematized winning and trying to try seems like a path to failure.  I would put it this way:  A hypothesis affords testing!  If you don't know whether you'll win on a hard problem - then challenge your rationality to discover your current level.  I don't usually hold with congratulating yourself on having tried - it seems like a bad mental habit to me - but surely not trying is even worse.  If you have cultivated a general habit of confronting challenges, and won on at least some of them, then you may, perhaps, think to yourself "I did keep up my habit of confronting challenges, and will do so next time as well".  You may also think to yourself "I have gained valuable information about my current level and where I need improvement", so long as you properly complete the thought, "I shall try not to gain this same valuable information again next time".
 If you win every time, it means you aren't stretching yourself enough.  But you should seriously try to win every time.  And if you console yourself too much for failure, you lose your winning spirit and become a scrub.
 When I try to imagine what a fictional master of the Competitive Conspiracy would say about this, it comes out something like:  "It's not okay to lose.  But the hurt of losing is not something so scary that you should flee the challenge for fear of it.  It's not so scary that you have to carefully avoid feeling it, or refuse to admit that you lost and lost hard.  Losing is supposed to hurt.  If it didn't hurt you wouldn't be a Competitor.  And there's no Competitor who never knows the pain of losing.  Now get out there and win."
 Cultivate a habit of confronting challenges - not the ones that can kill you outright, perhaps, but perhaps ones that can potentially humiliate you.  I recently read of a certain theist that he had defeated Christopher Hitchens in a debate (severely so; this was said by atheists).  And so I wrote at once to the Bloggingheads folks and asked if they could arrange a debate.  This seemed like someone I wanted to test myself against.  Also, it was said by them that Christopher Hitchens should have watched the theist's earlier debates and been prepared, so I decided not to do that, because I think I should be able to handle damn near anything on the fly, and I desire to learn whether this thought is correct; and I am willing to risk public humiliation to find out.  Note that this is not self-handicapping in the classic sense - if the debate is indeed arranged (I haven't yet heard back), and I do not prepare, and I fail, then I do lose those stakes of myself that I have put up; I gain information about my limits; I have not given myself anything I consider an excuse for losing.
 Of course this is only a way to think when you really are confronting a challenge just to test yourself, and not because you have to win at any cost.  In that case you make everything as easy for yourself as possible.  To do otherwise would be spectacular overconfidence, even if you're playing tic-tac-toe against a three-year-old.
 A subtler form of underconfidence is losing your forward momentum - amid all the things you realize that humans are doing wrong, that you used to be doing wrong, of which you are probably still doing some wrong.  You become timid; you question yourself but don't answer the self-questions and move on; when you hypothesize your own inability you do not put that hypothesis to the test.
 Perhaps without there ever being a watershed moment when you deliberately, self-visibly decide not to try at some particular test... you just.... slow..... down......
 It doesn't seem worthwhile any more, to go on trying to fix one thing when there are a dozen other things that will still be wrong...
 There's not enough hope of triumph to inspire you to try hard...
 When you consider doing any new thing, a dozen questions about your ability at once leap into your mind, and it does not occur to you that you could answer the questions by testing yourself...
 And having read so much wisdom of human flaws, it seems that the course of wisdom is ever doubting (never resolving doubts), ever the humility of refusal (never the humility of preparation), and just generally, that it is wise to say worse and worse things about human abilities, to pass into feel-good feel-bad cynicism.
 And so my last piece of advice is another perspective from which to view the problem - by which to judge any potential habit of thought you might adopt - and that is to ask:
 Does this way of thinking make me stronger, or weaker?  Really truly?
 I have previously spoken of the danger of reasonableness - the reasonable-sounding argument that we should two-box on Newcomb's problem, the reasonable-sounding argument that we can't know anything due to the problem of induction, the reasonable-sounding argument that we will be better off on average if we always adopt the majority belief, and other such impediments to the Way.  "Does it win?" is one question you could ask to get an alternate perspective.  Another, slightly different perspective is to ask, "Does this way of thinking make me stronger, or weaker?"  Does constantly reminding yourself to doubt everything make you stronger, or weaker?  Does never resolving or decreasing those doubts make you stronger, or weaker?  Does undergoing a deliberate crisis of faith in the face of uncertainty make you stronger, or weaker?  Does answering every objection with a humble confession of you fallibility make you stronger, or weaker?
 Are your current attempts to compensate for possible overconfidence making you stronger, or weaker?  Hint:  If you are taking more precautions, more scrupulously trying to test yourself, asking friends for advice, working your way up to big things incrementally, or still failing sometimes but less often then you used to, you are probably getting stronger.  If you are never failing, avoiding challenges, and feeling generally hopeless and dispirited, you are probably getting weaker.
 I learned the first form of this rule at a very early age, when I was practicing for a certain math test, and found that my score was going down with each practice test I took, and noticed going over the answer sheet that I had been pencilling in the correct answers and erasing them.  So I said to myself, "All right, this time I'm going to use the Force and act on instinct", and my score shot up to above what it had been in the beginning, and on the real test it was higher still.  So that was how I learned that doubting yourself does not always make you stronger - especially if it interferes with your ability to be moved by good information, such as your math intuitions.  (But I did need the test to tell me this!)
 Underconfidence is not a unique sin of rationalists alone.  But it is a particular danger into which the attempt to be rational can lead you.  And it is a stopping mistake - an error which prevents you from gaining that further experience which would correct the error.
 Because underconfidence actually does seem quite common among aspiring rationalists who I meet - though rather less common among rationalists who have become famous role models) - I would indeed name it third among the three besetting sins of rationalists.

	Sequence: The Craft and the Community
	My Way	Well-Kept Gardens Die By Pacifism
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Conjunction Controversy (Or, How They Nail It Down)
Eliezer Yudkowsky, 20 September 2007 02:41AM
Followup to:  Conjunction Fallacy
 When a single experiment seems to show that subjects are guilty of some horrifying sinful bias - such as thinking that the proposition "Bill is an accountant who plays jazz" has a higher probability than "Bill is an accountant" - people may try to dismiss (not defy) the experimental data.  Most commonly, by questioning whether the subjects interpreted the experimental instructions in some unexpected fashion - perhaps they misunderstood what you meant by "more probable".
 Experiments are not beyond questioning; on the other hand, there should always exist some mountain of evidence which suffices to convince you.  It's not impossible for researchers to make mistakes.  It's also not impossible for experimental subjects to be really genuinely and truly biased.  It happens.  On both sides, it happens.  We're all only human here.
 If you think to extend a hand of charity toward experimental subjects, casting them in a better light, you should also consider thinking charitably of scientists.  They're not stupid, you know.  If you can see an alternative interpretation, they can see it too.  This is especially important to keep in mind when you read about a bias and one or two illustrative experiments in a blog post.  Yes, if the few experiments you saw were all the evidence, then indeed you might wonder.  But you might also wonder if you're seeing all the evidence that supports the standard interpretation.  Especially if the experiments have dates on them like "1982" and are prefaced with adjectives like "famous" or "classic".
 So!  This is a long post.  It is a long post because nailing down a theory requires more experiments than the one or two vivid illustrations needed to merely explain.  I am going to cite maybe one in twenty of the experiments that I've read about, which is maybe a hundredth of what's out there.  For more information, see Tversky and Kahneman (1983) or Kahneman and Frederick (2002), both available online, from which this post is primarily drawn.
 Here is (probably) the single most questioned experiment in the literature of heuristics and biases, which I reproduce here exactly as it appears in Tversky and Kahneman (1982):
Linda is 31 years old, single, outspoken, and very bright.  She majored in philosophy.  As a student, she was deeply concerned with issues of discrimination and social justice, and also participated in anti-nuclear demonstrations.
 Please rank the following statements by their probability, using 1 for the most probable and 8 for the least probable:
 (5.2)  Linda is a teacher in elementary school.
(3.3)  Linda works in a bookstore and takes Yoga classes.
(2.1)  Linda is active in the feminist movement.  (F)
(3.1)  Linda is a psychiatric social worker.
(5.4)  Linda is a member of the League of Women Voters.
(6.2)  Linda is a bank teller.  (T)
(6.4)  Linda is an insurance salesperson.
(4.1)  Linda is a bank teller and is active in the feminist movement.  (T & F)

(The numbers at the start of each line are the mean ranks of each proposition, lower being more probable.)
 How do you know that subjects did not interpret "Linda is a bank teller" to mean "Linda is a bank teller and is not active in the feminist movement"?  For one thing, dear readers, I offer the observation that most bank tellers, even the ones who participated in anti-nuclear demonstrations in college, are probably not active in the feminist movement.  So, even so, Teller should rank above Teller & Feminist.  You should be skeptical of your own objections, too; else it is disconfirmation bias.  But the researchers did not stop with this observation; instead, in Tversky and Kahneman (1983), they created a between-subjects experiment in which either the conjunction or the two conjuncts were deleted.  Thus, in the between-subjects version of the experiment, each subject saw either (T&F), or (T), but not both.  With a total of five propositions ranked, the mean rank of (T&F) was 3.3 and the mean rank of (T) was 4.4, N=86.  Thus, the fallacy is not due solely to interpreting "Linda is a bank teller" to mean "Linda is a bank teller and not active in the feminist movement."
 Similarly, the experiment discussed yesterday used a between-subjects design (where each subject only saw one statement) to elicit higher probabilities for "A complete suspension of diplomatic relations between the USA and the Soviet Union, sometime in 1983" versus "A Russian invasion of Poland, and a complete suspension of diplomatic relations between the USA and the Soviet Union, sometime in 1983".
 Another way of knowing whether subjects have misinterpreted an experiment is to ask the subjects directly.  Also in Tversky and Kahneman (1983), a total of 103 medical internists (including 37 internists taking a postgraduate course at Harvard, and 66 internists with admitting privileges at New England Medical Center) were given problems like the following:
A 55-year-old woman had pulmonary embolism documented angiographically 10 days after a cholecstectomy.  Please rank order the following in terms of the probability that they will be among the conditions experienced by the patient (use 1 for the most likely and 6 for the least likely).  Naturally, the patient could experience more than one of these conditions.

	Dyspnea and hemiparesis
 	Calf pain
 	Pleuritic chest pain
 	Syncope and tachycardia
 	Hemiparesis
 	Hemoptysis


As Tversky and Kahneman note, "The symptoms listed for each problem included one, denoted B, that was judged by our consulting physicians to be nonrepresentative of the patient's condition, and the conjunction of B with another highly representative symptom denoted A.  In the above example of pulmonary embolism (blood clots in the lung), dyspnea (shortness of breath) is a typical symptom, whereas hemiparesis (partial paralysis) is very atypical."
 In indirect tests, the mean ranks of A&B and B respectively were 2.8 and 4.3; in direct tests, they were 2.7 and 4.6.  In direct tests, subjects ranked A&B above B between 73% to 100% of the time, with an average of 91%.
 The experiment was designed to eliminate, in four ways, the possibility that subjects were interpreting B to mean "only B (and not A)".  First, carefully wording the instructions:  "...the probability that they will be among the conditions experienced by the patient", plus an explicit reminder, "the patient could experience more than one of these conditions".   Second, by including indirect tests as a comparison.  Third, the researchers afterward administered a questionnaire:
In assessing the probability that the patient described has a particular symptom X, did you assume that (check one):
    X is the only symptom experienced by the patient?
    X is among the symptoms experienced by the patient?

60 of 62 physicians, asked this question, checked the second answer.
 Fourth and finally, as Tversky and Kahneman write, "An additional group of 24 physicians, mostly residents at Stanford Hospital, participated in a group discussion in which they were confronted with their conjunction fallacies in the same questionnaire.  The respondents did not defend their answers, although some references were made to 'the nature of clinical experience.'  Most participants appeared surprised and dismayed to have made an elementary error of reasoning."
 A further experiment is also discussed in Tversky and Kahneman (1983) in which 93 subjects rated the probability that Bjorn Borg, a strong tennis player, would in the Wimbledon finals "win the match", "lose the first set", "lose the first set but win the match", and "win the first set but lose the match".  The conjunction fallacy was expressed:  "lose the first set but win the match" was ranked more probable than"lose the first set".  Subjects were also asked to verify whether various strings of wins and losses would count as an extensional example of each case, and indeed, subjects were interpreting the cases as conjuncts which were satisfied iff both constituents were satisfied, and not interpreting them as material implications, conditional statements, or disjunctions; also, constituent B was not interpreted to exclude constituent A.  The genius of this experiment was that researchers could directly test what subjects thought was the meaning of each proposition, ruling out a very large class of misunderstandings.
 Does the conjunction fallacy arise because subjects misinterpret what is meant by "probability"?  This can be excluded by offering students bets with payoffs.  In addition to the colored dice discussed yesterday, subjects have been asked which possibility they would prefer to bet $10 on in the classic Linda experiment.  This did reduce the incidence of the conjunction fallacy, but only to 56% (N=60), which is still more than half the students.
 But the ultimate proof of the conjunction fallacy is also the most elegant.  In the conventional interpretation of the Linda experiment, subjects substitute judgment of representativeness for judgment of probability:  Their feelings of similarity between each of the propositions and Linda's description, determines how plausible it feels that each of the propositions is true of Linda.  If this central theory is true, then the way in which the conjunction fallacy follows is obvious - Linda more closely resembles a feminist than a feminist bank teller, and more closely resembles a feminist bank teller than a bank teller.  Well, that is our theory about what goes on in the experimental subjects minds, but how could we possibly know?  We can't look inside their neural circuits - not yet!  So how would you construct an experiment to directly test the standard model of the Linda experiment?
 Very easily.  You just take another group of experimental subjects, and ask them how much each of the propositions "resembles" Linda.  This was done - see Kahneman and Frederick (2002) - and the correlation between representativeness and probability was nearly perfect.  0.99, in fact.  Here's the (rather redundant) graph:
 [image: Lindacorrelation]
 This has been replicated for numerous other experiments.  For example, in the medical experiment described above, an independent group of 32 physicians from Stanford University was asked to rank each list of symptoms "by the degree to which they are representative of the clinical condition of the patient".  The correlation between probability rank and representativeness rank exceeded 95% on each of the five tested medical problems.


 Now, a correlation near 1 does not prove that subjects are substituting judgment of representativeness for judgment of probability.  But if you want to claim that subjects are doing something else, I would like to hear the explanation for why the correlation comes out so close to 1.  It will really take quite a complicated story to explain, not just why the subjects have an elaborate misunderstanding that produces an innocent and blameless conjunction fallacy, but also how it comes out to a completely coincidental correlation of nearly 1 with subjects' feeling of similarity.  Across multiple experimental designs.
 And we all know what happens to the probability of complicated stories:  They go down when you add details to them.
 Really, you know, sometimes people just make mistakes.  And I'm not talking about the researchers here.
 The conjunction fallacy is probably the single most questioned bias ever introduced, which means that it now ranks among the best replicated.  The conventional interpretation has been nearly absolutely nailed down.  Questioning, in science, calls forth answers.
 I emphasize this, because it seems that when I talk about biases (especially to audiences not previously familiar with the field), a lot of people want to be charitable to experimental subjects.  But it is not only experimental subjects who deserve charity.  Scientists can also be unstupid.  Someone else has already thought of your alternative interpretation.  Someone else has already devised an experiment to test it.  Maybe more than one.  Maybe more than twenty.
 A blank map is not a blank territory; if you don't know whether someone has tested it, that doesn't mean no one has tested it.  This is not a hunter-gatherer tribe of two hundred people, where if you do not know a thing, then probably no one in your tribe knows.  There are six billion people in the world, and no one can say with certitude that science does not know a thing; there is too much science.  Absence of such evidence is only extremely weak evidence of absence.  So do not mistake your ignorance of whether an alternative interpretation has been tested, for the positive knowledge that no one has tested it.  Be charitable to scientists too.  Do not say, "I bet what really happened was X", but ask, "Which experiments discriminated between the standard interpretation versus X?"
 If it seems that I am driving this point home with a sledgehammer, well, yes, I guess I am.  It does become a little frustrating, sometimes - to know about this overwhelming mountain of evidence from thousands of experiments, but other people have no clue that it exists.  After all, if there are other experiments supporting the result, why haven't they heard of them?  It's a small tribe, after all; surely they would have heard.  By the same token, I have to make a conscious effort to remember that other people don't know about the evidence, and they aren't deliberately ignoring it in order to annoy me.  Which is why it gets a little frustrating sometimes!  We just aren't built for worlds of 6 billion people.
 I'm not saying, of course, that people should stop asking questions.  If you stop asking questions, you'll never find out about the mountains of experimental evidence.  Faith is not understanding, only belief in a password.  It is futile to believe in something, however fervently, when you don't really know what you're supposed to believe in.  So I'm not saying that you should take it all on faith.  I'm not saying to shut up.  I'm not trying to make you feel guilty for asking questions.
 I'm just saying, you should suspect the existence of other evidence, when a brief account of accepted science raises further questions in your mind.  Not believe in that unseen evidence, just suspect its existence.  The more so if it is a classic experiment with a standard interpretation.  Ask a little more gently.  Put less confidence in your brilliant new alternative hypothesis.  Extend some charity to the researchers, too.
 And above all, talk like a pirate.  Arr!
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 Tversky, A. and Kahneman, D. 1982. Judgments of and by representativeness. Pp 84-98 in Kahneman, D., Slovic, P., and Tversky, A., eds. Judgment under uncertainty: Heuristics and biases. New York: Cambridge University Press.
 Tversky, A. and Kahneman, D. 1983. Extensional versus intuitive reasoning: The conjunction fallacy in probability judgment. Psychological Review, 90: 293-315.

Referenced by: Burdensome Details
Original with comments: Conjunction Controversy (Or, How They Nail It Down)
Let Them Debate College Students
Eliezer Yudkowsky, 09 September 2009 06:15PM
(EDIT:  Woozle has an even better idea, which would apply to many debates in general if the true goal were seeking resolution and truth.)
 Friends, Romans, non-Romans, lend me your ears.  I have for you a modest proposal, in this question of whether we should publicly debate creationists, or freeze them out as unworthy of debate.
 My fellow humans, I have two misgivings about this notion that there should not be a debate.  My first misgiving is that - even though on this particular occasion scientific society is absolutely positively not wrong to dismiss creationism - this business of not having debates sounds like dangerous business to me.  Science is sometimes wrong, you know, even if it is not wrong this time, and debating is part of the recovery process.
 And my second misgiving is that, like it or not, the creationists are on the radio, in the town halls, and of course on the Web, and they are already talking to large audiences; and the idea that there is not going to be a debate about this, may be slightly naive.
 "But," you cry, "when prestigious scientists lower themselves so far as to debate creationists, afterward the creationists smugly advertise that prestigious scientists are debating them!"
 Ah, but who says that prestigious scientists are required to debate creationists?
 Find some bright ambitious young college student working toward a biology degree, someone who's read Pharyngula and the talk.origins FAQ.  Maybe have P. Z. Myers or someone run a test debate on them, to make sure they know how to answer all the standard lies and are generally good at debating and explaining.  Then have the college student debate the creationists - if the creationists are still up for it.  If not, of course, we can all make a big ruckus about how Michael Behe is afraid to debate a mere college student, and have the college student reply to all requests to debate Richard Dawkins or supply a scientific authority for the TV networks.  And if Michael Behe manages to defeat the college student, then he can go on to debate a PhD, and if that doesn't work, Behe gets to talk to P. Z. Myers, and in the unlikely event Behe manages not to get his butt handed to him by P. Z. Myers, he would have earned the right to debate Richard Dawkins.
 If we're dealing with young-earth creationists, then we add a bright 12-year-old at the start of the chain.
 That way, anyone who wants to know the state of the debate and the status of the arguments, is welcome to watch creationists being beaten up by some college kid - armed with real science, mind!
 But there will still be a debate.  And if the scientific community, at some point in the future, manages to go astray on some issue where the opposing side seems "silly", then we can hope - if public debate is any use at all - that the challenger will gently defeat the 12-year-old, unravel the college student, score points against the PhD, and hold their own against senior scientists.  There would still be a path to victory for worthy new ideas, and not a general license for a community to shut down all debate it thinks unworthy.
 It's this notion of shutting down debate that I fear as dangerous; and it seems to me that you can get just the same strategic conservation of prestige, by endorsing the principle of debate, but sending out some bright college students to present the standard position.  If the "controversy" as shown on CNN consists of some ID-er with a sober-looking business suit and an impressive-sounding title, versus a TA in jeans to represent the scientific community - but with accurate science, mind! - then I think this would viscerally answer what the scientific community thinks of creationism, and not create the false impression of an ongoing debate, while still giving airtime to the standard scientific replies.  If CNN isn't interested in showing that "controversy" - well then, that tells us what CNN really wanted, doesn't it.
 If an idea is so completely ridiculous as to be unworthy even of debate - then send out some bright un-titled college students to debate it!  Do vet them for knowledge of standard replies, explanation ability, and debating ability against evil opponents, to make sure standard science is not needlessly embarrassed.  But there should be plenty of ambitious young bright college students who can pass that filter and who would enjoy some TV exposure.

Original with comments: Let Them Debate College Students
Explainers Shoot High. Aim Low!
Eliezer Yudkowsky, 24 October 2007 01:13AM
Followup to:  Illusion of Transparency: Why No One Understands You, Expecting Short Inferential Distances
 A few years ago, an eminent scientist once told me how he'd written an explanation of his field aimed at a much lower technical level than usual.  He had thought it would be useful to academics outside the field, or even reporters.  This ended up being one of his most popular papers within his field, cited more often than anything else he'd written.
 The lesson was not that his fellow scientists were stupid, but that we tend to enormously underestimate the effort required to properly explain things.
 He told me this, because I'd just told him about my experience publishing "An Intuitive Explanation of Bayesian Reasoning".  This is still one of my most popular, most blogged, and most appreciated works today.  I regularly get fan mail from formerly confused undergraduates taking statistics classes, and journalists, and professors from outside fields.  In short, I successfully hit the audience the eminent scientist had thought he was aiming for.
 I'd thought I was aiming for elementary school.
Today, when I look back at the Intuitive Explanation, it seems pretty silly as an attempt on grade school:
 	It's assumed that the reader knows what a "probability" is.
 	No single idea requires more than a single example.
 	No homework problems!  I've gotten several complaints about this.

(Then again, I get a roughly equal number of complaints that the Intuitive Explanation is too long and drawn-out, as that it is too short.  The current version does seem to be "just right" for a fair number of people.)
 Explainers shoot way, way higher than they think they're aiming, thanks to the illusion of transparency and self-anchoring.  We miss the mark by several major grades of expertise.  Aiming for outside academics gets you an article that will be popular among specialists in your field.  Aiming at grade school (admittedly, naively so) will hit undergraduates.  This is not because your audience is more stupid than you think, but because your words are far less helpful than you think.  You're way way overshooting the target.  Aim several major gradations lower, and you may hit your mark.
 PS:  I know and do confess that I need to work on taking my own advice.
 Addendum:  With his gracious permission:  The eminent scientist was Ralph Merkle.

Referenced by: Double Illusion of Transparency
Original with comments: Explainers Shoot High. Aim Low!
Which Parts Are "Me"?
Eliezer Yudkowsky, 22 October 2008 06:15PM
Everything I am, is surely my brain; but I don't accept everything my brain does, as "me".
 Though I don't like the fact, it does seem in my case to be true, that reflecting upon a passion can diminish it.  It does seem that in taking a step back from myself to look at what my brain is doing, that this introduces a greater emotional distance from the world, than when I am not reflecting.  Though I am extremely cautious when it comes to the moral issue of how to modify human nature, this is one thing that I would change, I think.
 The point at which you start thinking that not everything that goes on your brain is to be identified with "you", is something of a Rubicon, I fear.  And those who prize the intensity of a simple passionate existence, above success in life or a complex layered personality, should not cross that Rubicon.
 (Though in this case you should accept advice from rationalists about practical policies for guarding yourself, because this is a dangerous world in which to be unreflective.  For example: if you don't follow the link to the rest of this post, then sign the #$!@ up for cryonics regardless of what your simple passions say on the subject.)
 
 Still here?  Then here is the Rubicon of which I speak:
  (1) Never seeing ex-girlfriend-X again is so terribly unbearably sad!
    ->
(2) Why am I so terribly sad?
    ->
(3) Damn, my stupid brain is still obsessing about this when I just want to get over it.
 
 The first scenario is what I would call the intensity of simple passion; nothing between the world and the emotions.  The sentence contains no "I" to get in the way.  There is nothing to think about except the world itself, the sadness and the missing person.
 In the second scenario it is not the world that is sad, but some particular person, an "I"; and the sadness of this "I" is something that can be called into question.
 And in the third scenario, the borders of "I" have been drawn in a way that doesn't include everything in the brain, so that "I" is the victim of the brain, struggling against it.  And this is not paradoxical.  Everything that I am, has to be in my brain somewhere, because there is nowhere else for it to be.  But that doesn't mean I have to identify with everything that my brain does.  Just as I draw the border of "me" to include my brain but exclude my computer's CPU - which is still a sensible decision at least for now - I can define the border of myself to exclude certain events that happen in my brain, which I do not control, do not want to happen, and do not agree with.
 That time I faced down the power-corrupts circuitry, I thought, "my brain is dumping this huge dose of unwanted positive reinforcement", and I sat there waiting for the surge to go away and trying not to let it affect anything.
 Thinking "I am being tempted" wouldn't have quite described it, since the deliberate process that I usually think of as "me" - the little voice inside my own head - was not even close to being swayed by the attempted dose of reward that neural circuit was dumping.  I wasn't tempted by power; I'd already made my decision, and the question was enforcing it.
 But a dangerous state of mind indeed it would have been, to think "How tempting!" without an "I" to be tempted.  From there it would only be a short step to thinking "How wonderful it is to exercise power!"  This, so far as I can guess, is what the brain circuit is supposed to do to a human.
 So it was a fine thing that I was reflective, on this particular occasion.
 The problem is when I find myself getting in the way of even the parts I call "me".  The joy of helping someone, or for that matter, the sadness of death - these emotions that I judge right and proper, which must be me if anything is me - I don't want those feelings diminished.
 And I do better at this, now that my metaethics are straightened out, and I know that I have no specific grounds left for doubting my feelings.
 But I still suspect that there's a little distance there, that wouldn't be there otherwise, and I wish my brain would stop doing that.
 I have always been inside and outside myself, for as long as I can remember.  To my memory, I have always been reflective.  But I have witnessed the growth of others, and in at least one case I've taken someone across that Rubicon.  The one now possesses a more complex and layered personality - seems more to me now like a real person, even - but also a greater emotional distance.  Life's lows have been smoothed out, but also the highs.  That's a sad tradeoff and I wish it didn't exist.
 I don't want to have to choose between sanity and passion.  I don't want to smooth out life's highs or even life's lows, if those highs and lows make sense.  I wish to feel the emotion appropriate to the event.  If death is horrible then I should fight death, not fight my own grief.
 But if I am forced to choose, I will choose stability and deliberation, for the sake of what I protect.  And my personality does reflect that.  What you are willing to trade off, will sometimes get traded away - a dire warning in full generality.
 This post is filed under "morality" because the question "Which parts of my brain are 'me'?" is a moral question - it's not predicted so much as chosen.  You can't perform a test on neural tissue to find whether it's in or out.  You have to accept or reject any particular part, based on what you think humans in general, and yourself particularly, ought to be.
 The technique does have its advantages:  It brings greater stability, being less subject to sudden changes of mind in the winds of momentary passion.  I was unsettled the first time I met an unreflective person because they changed so fast, seemingly without anchors.  Reflection conveys a visibly greater depth and complexity of personality, and opens a realm of thought that otherwise would not exist.  It makes you more moral (at least in my experience and observation) because it gives you the opportunity to make moral choices about things that would otherwise be taken for granted, or decided for you by your brain.  Waking up to reflection is like the difference between being an entirely helpless prisoner and victim of yourself, versus becoming aware of the prison and getting a chance to escape it sometimes.  Not that you are departing your brain entirely, but the you that is the little voice in your own head may get a chance to fight back against some circuits that it doesn't want to be influenced by.
 And the technique's use, to awaken the unreflective, is as I have described:  First you must cross the gap between events-in-the-world just being terribly sad or terribly important or whatever, of themselves; and say, "I feel X".  Then you must begin to judge the feeling, saying, "I do not want to feel this - I feel this way, but I wish I didn't."  Justifying yourself with "This is not what a human should be", or "the emotion does not seem appropriate to the event".
 And finally there is the Rubicon of "I wish my brain wouldn't do this", at which point you are thinking as if the feeling comes from outside the inner you, imposed upon you by your brain.  (Which does not say that you are something other than your brain, but which does say that not every brain event will be accepted by you as you.)
 After crossing this Rubicon you have set your feet fully upon the reflective Way; and I've yet to hear of anyone turning back successfully, though I think some have tried, or wished they could.
 And once your feet are set on walking down that path, there is nothing left but to follow it forward, and try not to be emotionally distanced from the parts of yourself that you accept as you - an effort that a mind of simple passion would not need to make in the first place.  And an effort which can easily backfire by drawing your attention to the layered depths of your selfhood, away from the event and the emotion.
 Somewhere at the end of this, I think, is a mastery of techniques that are Zenlike but not Zen, so that you have full passion in the parts of yourself that you identify with, and distance from the pieces of your brain that you reject; and a complex layered personality with a stable inner core, without smoothing out those highs or lows of life that you accept as appropriate to the event.
 And if not, then screw it, let's hack the brain so that it works that way.  I have no confidence in my ability to judge how human nature should change, and would sooner leave it up to a more powerful mind in the same metamoral reference frame.  But if I had to guess, I think that's the right thing to do.

Referenced by: Inner Goodness • Wise Pretensions v.0
Original with comments: Which Parts Are "Me"?
Bay Area Meetup: 11/17 8PM Menlo Park
Eliezer Yudkowsky, 13 November 2008 05:32AM
Robin Gane-McCalla plans to organize regular OB meetups in the Bay Area.  The next one is 8PM, November 17th, 2008 (Monday night) in Menlo Park at TechShop.  (Note that this is a room with seating, not a restaurant, so we hopefully get a chance to actually talk to each other - though I'll try to stay in the background myself.)
 RSVP at Meetup.com.

Original with comments: Bay Area Meetup: 11/17 8PM Menlo Park
Hindsight bias
Eliezer Yudkowsky, 16 August 2007 09:58PM
Hindsight bias is when people who know the answer vastly overestimate its predictability or obviousness, compared to the estimates of subjects who must guess without advance knowledge.  Hindsight bias is sometimes called the I-knew-it-all-along effect.
 Fischhoff and Beyth (1975) presented students with historical accounts of unfamiliar incidents, such as a conflict between the Gurkhas and the British in 1814.  Given the account as background knowledge, five groups of students were asked what they would have predicted as the probability for each of four outcomes: British victory, Gurkha victory, stalemate with a peace settlement, or stalemate with no peace settlement.  Four experimental groups were respectively told that these four outcomes were the historical outcome.  The fifth, control group was not told any historical outcome.  In every case, a group told an outcome assigned substantially higher probability to that outcome, than did any other group or the control group.
Hindsight bias matters in legal cases, where a judge or jury must determine whether a defendant was legally negligent in failing to foresee a hazard (Sanchiro 2003). In an experiment based on an actual legal case, Kamin and Rachlinski (1995) asked two groups to estimate the probability of flood damage caused by blockage of a city-owned drawbridge. The control group was told only the background information known to the city when it decided not to hire a bridge watcher. The experimental group was given this information, plus the fact that a flood had actually occurred. Instructions stated the city was negligent if the foreseeable probability of flooding was greater than 10%. 76% of the control group concluded the flood was so unlikely that no precautions were necessary; 57% of the experimental group concluded the flood was so likely that failure to take precautions was legally negligent. A third experimental group was told the outcome andalso explicitly instructed to avoid hindsight bias, which made no difference: 56% concluded the city was legally negligent.
 Viewing history through the lens of hindsight, we vastly underestimate the cost of effective safety precautions.  In 1986, the Challenger exploded for reasons traced to an O-ring losing flexibility at low temperature.  There were warning signs of a problem with the O-rings.  But preventing the Challenger disaster would have required, not attending to the problem with the O-rings, but attending to every warning sign which seemed as severe as the O-ring problem, without benefit of hindsight.  It could have been done, but it would have required a general policy much more expensive than just fixing the O-Rings.
 Shortly after September 11th 2001, I thought to myself, and now someone will turn up minor intelligence warnings of something-or-other, and then the hindsight will begin.  Yes, I'm sure they had some minor warnings of an al Qaeda plot, but they probably also had minor warnings of mafia activity, nuclear material for sale, and an invasion from Mars. 
 Because we don't see the cost of a general policy, we learn overly specific lessons.  After September 11th, the FAA prohibited box-cutters on airplanes - as if the problem had been the failure to take this particular "obvious" precaution.  We don't learn the general lesson: the cost of effective caution is very high because you must attend to problems that are not as obvious now as past problems seem in hindsight.
 The test of a model is how much probability it assigns to the observed outcome.  Hindsight bias systematically distorts this test; we think our model assigned much more probability than it actually did.  Instructing the jury doesn't help.  You have to write down your predictions in advance.  Or as Fischhoff (1982) put it:
When we attempt to understand past events, we implicitly test the hypotheses or rules we use both to interpret and to anticipate the world around us. If, in hindsight, we systematically underestimate the surprises that the past held and holds for us, we are subjecting those hypotheses to inordinately weak tests and, presumably, finding little reason to change them.
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Original with comments: Hindsight bias
Aiming at the Target
Eliezer Yudkowsky, 26 October 2008 04:47PM
Previously in series:  Belief in Intelligence 
 Previously, I spoke of that very strange epistemic position one can occupy, wherein you don't know exactly where Kasparov will move on the chessboard, and yet your state of knowledge about the game is very different than if you faced a random move-generator with the same subjective probability distribution - in particular, you expect Kasparov to win.  I have beliefs about where Kasparov wants to steer the future, and beliefs about his power to do so.
 Well, and how do I describe this knowledge, exactly?
 In the case of chess, there's a simple function that classifies chess positions into wins for black, wins for white, and drawn games.  If I know which side Kasparov is playing, I know the class of chess positions Kasparov is aiming for.  (If I don't know which side Kasparov is playing, I can't predict whether black or white will win - which is not the same as confidently predicting a drawn game.)





 More generally, I can describe motivations using a preference ordering.  When I consider two potential outcomes, X and Y, I can say that I prefer X to Y; prefer Y to X; or find myself indifferent between them.  I would write these relations as X > Y; X < Y; and X ~ Y.
 Suppose that you have the ordering A < B ~ C < D ~ E.  Then you like B more than A, and C more than A.  {B, C}, belonging to the same class, seem equally desirable to you; you are indifferent between which of {B, C} you receive, though you would rather have either than A, and you would rather have something from the class {D, E} than {B, C}.
 When I think you're a powerful intelligence, and I think I know something about your preferences, then I'll predict that you'll steer reality into regions that are higher in your preference ordering.
 Think of a huge circle containing all possible outcomes, such that outcomes higher in your preference ordering appear to be closer to the center.  Outcomes between which you are indifferent are the same distance from the center - imagine concentric rings of outcomes that are all equally preferred.  If you aim your actions and strike a consequence close to the center - an outcome that ranks high in your preference ordering - then I'll think better of your ability to aim. 
 The more intelligent I believe you are, the more probability I'll concentrate into outcomes that I believe are higher in your preference ordering - that is, the more I'll expect you to achieve a good outcome, and the better I'll expect the outcome to be.  Even if a powerful enemy opposes you, so that I expect the final outcome to be one that is low in your preference ordering, I'll still expect you to lose less badly if I think you're more intelligent.
 What about expected utilities as opposed to preference orderings?  To talk about these, you have to attribute a probability distribution to the actor, or to the environment - you can't just observe the outcome.  If you have one of these probability distributions, then your knowledge of a utility function can let you guess at preferences between gambles (stochastic outcomes) and not just preferences between the outcomes themselves.
 The "aiming at the target" metaphor - and the notion of measuring how closely we hit - extends beyond just terminal outcomes, to the forms of instrumental devices and instrumental plans.
 Consider a car - say, a Toyota Corolla.  The Toyota Corolla is made up of some number of atoms - say, on the (very) rough order of ten to the twenty-ninth.  If you consider all the possible ways we could arrange those 1029 atoms, it's clear that only an infinitesimally tiny fraction of possible configurations would qualify as a working car.  If you picked a random configurations of 1029 atoms once per Planck time, many ages of the universe would pass before you hit on a wheeled wagon, let alone an internal combustion engine.
 (When I talk about this in front of a popular audience, someone usually asks:  "But isn't this what the creationists argue?  That if you took a bunch of atoms and put them in a box and shook them up, it would be astonishingly improbable for a fully functioning rabbit to fall out?"  But the logical flaw in the creationists' argument is not that randomly reconfiguring molecules would by pure chance assemble a rabbit.  The logical flaw is that there is a process, natural selection, which, through the non-chance retention of chance mutations, selectively accumulates complexity, until a few billion years later it produces a rabbit.  Only the very first replicator in the history of time needed to pop out of the random shaking of molecules - perhaps a short RNA string, though there are more sophisticated hypotheses about autocatalytic hypercycles of chemistry.)


 Even restricting our attention to running vehicles, there is an astronomically huge design space of possible vehicles that could be composed of the same atoms as the Corolla, and most of them, from the perspective of a human user, won't work quite as well.  We could take the parts in the Corolla's air conditioner, and mix them up in thousands of possible configurations; nearly all these configurations would result in a vehicle lower in our preference ordering, still recognizable as a car but lacking a working air conditioner.
 So there are many more configurations corresponding to nonvehicles, or vehicles lower in our preference ranking, than vehicles ranked greater than or equal to the Corolla.
 A tiny fraction of the design space does describe vehicles that we would recognize as faster, more efficient, and safer than the Corolla.  Thus the Corolla is not optimal under our preferences, nor under the designer's own goals.  The Corolla is, however, optimized, because the designer had to hit an infinitesimal target in design space just to create a working car, let alone a car of Corolla-equivalent quality.  The subspace of working vehicles is dwarfed by the space of all possible molecular configurations for the same atoms.  You cannot build so much as an effective wagon by sawing boards into random shapes and nailing them together according to coinflips.  To hit such a tiny target in configuration space requires a powerful optimization process.  The better the car you want, the more optimization pressure you have to exert - though you need a huge optimization pressure just to get a car at all.
 This whole discussion assumes implicitly that the designer of the Corolla was trying to produce a "vehicle", a means of travel.  This assumption deserves to be made explicit, but it is not wrong, and it is highly useful in understanding the Corolla.


 Planning also involves hitting tiny targets in a huge search space.  On a 19-by-19 Go board there are roughly 1e180 legal positions (not counting superkos).  On early positions of a Go game there are more than 300 legal moves per turn.  The search space explodes, and nearly all moves are foolish ones if your goal is to win the game.  From all the vast space of Go possibilities, a Go player seeks out the infinitesimal fraction of plans which have a decent chance of winning.


 You cannot even drive to the supermarket without planning - it will take you a long, long time to arrive if you make random turns at each intersection.  The set of turn sequences that will take you to the supermarket is a tiny subset of the space of turn sequences.  Note that the subset of turn sequences we're seeking is defined by its consequence - the target - the destination.  Within that subset, we care about other things, like the driving distance.  (There are plans that would take us to the supermarket in a huge pointless loop-the-loop.)


 In general, as you live your life, you try to steer reality into a particular region of possible futures.  When you buy a Corolla, you do it because you want to drive to the supermarket.  You drive to the supermarket to buy food, which is a step in a larger strategy to avoid starving.  All else being equal, you prefer possible futures in which you are alive, rather than dead of starvation.
 When you drive to the supermarket, you aren't really aiming for the supermarket, you're aiming for a region of possible futures in which you don't starve.  Each turn at each intersection doesn't carry you toward the supermarket, it carries you out of the region of possible futures where you lie helplessly starving in your apartment.  If you knew the supermarket was empty, you wouldn't bother driving there.  An empty supermarket would occupy exactly the same place on your map of the city, but it wouldn't occupy the same role in your map of possible futures.  It is not a location within the city that you are really aiming at, when you drive.
 Human intelligence is one kind of powerful optimization process, capable of winning a game of Go or turning sand into digital computers.  Natural selection is much slower than human intelligence; but over geological time, cumulative selection pressure qualifies as a powerful optimization process.


 Once upon a time, human beings anthropomorphized stars, saw constellations in the sky and battles between constellations.  But though stars burn longer and brighter than any craft of biology or human artifice, stars are neither optimization processes, nor products of strong optimization pressures.  The stars are not gods; there is no true power in them. 
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Church vs. Taskforce
Eliezer Yudkowsky, 28 March 2009 09:23AM
Previously in series:  Can Humanism Match Religion's Output?
Followup to:  Is Humanism a Religion-Substitute?
 I am generally suspicious of envying crazy groups or trying to blindly copycat the rhythm of religion - what I called "hymns to the nonexistence of God", replying, "A good 'atheistic hymn' is simply a song about anything worth singing about that doesn't happen to be religious."
 But religion does fill certain holes in people's minds, some of which are even worth filling.  If you eliminate religion, you have to be aware of what gaps are left behind.
 If you suddenly deleted religion from the world, the largest gap left would not be anything of ideals or morals; it would be the church, the community.  Among those who now stay religious without quite really believing in God - how many are just sticking to it from wanting to stay with their neighbors at the church, and their family and friends?  How many would convert to atheism, if all those others deconverted, and that were the price of staying in the community and keeping its respect?  I would guess... probably quite a lot.
 In truth... this is probably something I don't understand all that well, myself.  "Brownies and babysitting" were the first two things that came to mind.  Do churches lend helping hands in emergencies?  Or just a shoulder to cry on?  How strong is a church community?  It probably depends on the church, and in any case, that's not the correct question.  One should start by considering what a hunter-gatherer band gives its people, and ask what's missing in modern life - if a modern First World church fills only some of that, then by all means let us try to do better.
 So without copycatting religion - without assuming that we must gather every Sunday morning in a building with stained-glass windows while the children dress up in formal clothes and listen to someone sing - let's consider how to fill the emotional gap, after religion stops being an option.
 To help break the mold to start with - the straitjacket of cached thoughts on how to do this sort of thing - consider that some modern offices may also fill the same role as a church.  By which I mean that some people are fortunate to receive community from their workplaces: friendly coworkers who bake brownies for the office, whose teenagers can be safely hired for babysitting, and maybe even help in times of catastrophe...?  But certainly not everyone is lucky enough to find a community at the office.
 Consider further - a church is ostensibly about worship, and a workplace is ostensibly about the commercial purpose of the organization.  Neither has been carefully optimized to serve as a community.
 Looking at a typical religious church, for example, you could suspect - although all of these things would be better tested experimentally, than just suspected -
 	That getting up early on a Sunday morning is not optimal;
 	That wearing formal clothes is not optimal, especially for children;
 	That listening to the same person give sermons on the same theme every week ("religion") is not optimal;
 	That the cost of supporting a church and a pastor is expensive, compared to the number of different communities who could time-share the same building for their gatherings;
 	That they probably don't serve nearly enough of a matchmaking purpose, because churches think they're supposed to enforce their medieval moralities;
 	That the whole thing ought to be subject to experimental data-gathering to find out what works and what doesn't.
 
By using the word "optimal" above, I mean "optimal under the criteria you would use if you were explicitly building a community qua community".  Spending lots of money on a fancy church with stained-glass windows and a full-time pastor makes sense if you actually want to spend money on religion qua religion.
 I do confess that when walking past the churches of my city, my main thought is "These buildings look really, really expensive, and there are too many of them."  If you were doing it over from scratch... then you might have a big building that could be used for the occasional wedding, but it would be time-shared for different communities meeting at different times on the weekend, and it would also have a nice large video display that could be used for speakers giving presentations, lecturers teaching something, or maybe even showing movies.  Stained glass?  Not so high a priority.
 Or to the extent that the church membership lends a helping hand in times of trouble - could that be improved by an explicit rainy-day fund or contracting with an insurer, once you realized that this was an important function?  Possibly not; dragging explicit finance into things changes their character oddly.  Conversely, maybe keeping current on some insurance policies should be a requirement for membership, lest you rely too much on the community...  But again, to the extent that churches provide community, they're trying to do it without actually admitting that this nearly all of what people get out of it.  Same thing with the corporations whose workplaces are friendly enough to serve as communities; it's still something of an accidental function.
 Once you start thinking explicitly about how to give people a hunter-gatherer band to belong to, you can see all sorts of things that sound like good ideas.  Should you welcome the newcomer in your midst?  The pastor may give a sermon on that sometime, if you think church is about religion.  But if you're explicitly setting out to build community - then right after a move is when someone most lacks community, when they most need your help.  It's also an opportunity for the band to grow.  If anything, tribes ought to be competing at quarterly exhibitions to capture newcomers.
 But can you really have a community that's just a community - that isn't also an office or a religion?  A community with no purpose beyond itself?
 Maybe you can.  After all, hunter-gatherer tribes have any purposes beyond themselves? - well, there was survival and feeding yourselves, that was a purpose.
 But anything that people have in common, especially any goal they have in common, tends to want to define a community.  Why not take advantage of that?
 Though in this age of the Internet, alas, too many binding factors have supporters too widely distributed to form a decent band - if you're the only member of the Church of the Subgenius in your city, it may not really help much.  It really is different without the physical presence; the Internet does not seem to be an acceptable substitute at the current stage of the technology.
 So to skip right to the point -
 Should the Earth last so long, I would like to see, as the form of rationalist communities, taskforces focused on all the work that needs doing to fix up this world.  Communities in any geographic area would form around the most specific cluster that could support a decent-sized band.  If your city doesn't have enough people in it for you to find 50 fellow Linux programmers, you might have to settle for 15 fellow open-source programmers... or in the days when all of this is only getting started, 15 fellow rationalists trying to spruce up the Earth in their assorted ways.
 That's what I think would be a fitting direction for the energies of communities, and a common purpose that would bind them together.  Tasks like that need communities anyway, and this Earth has plenty of work that needs doing, so there's no point in waste.  We have so much that needs doing - let the energy that was once wasted into the void of religious institutions, find an outlet there.  And let purposes admirable without need for delusion, fill any void in the community structure left by deleting religion and its illusionary higher purposes.
 Strong communities built around worthwhile purposes:  That would be the shape I would like to see for the post-religious age, or whatever fraction of humanity has then gotten so far in their lives.
 Although... as long as you've got a building with a nice large high-resolution screen anyway, I wouldn't mind challenging the idea that all post-adulthood learning has to take place in distant expensive university campuses with teachers who would rather be doing something else.  And it's empirically the case that colleges seem to support communities quite well.  So in all fairness, there are other possibilities for things you could build a post-theistic community around.
 Is all of this just a dream?  Maybe.  Probably.  It's not completely devoid of incremental implementability, if you've got enough rationalists in a sufficiently large city who have heard of the idea.  But on the off-chance that rationality should catch on so widely, or the Earth should last so long, and that my voice should be heard, then that is the direction I would like to see things moving in - as the churches fade, we don't need artificial churches, but we do need new idioms of community.

	Sequence: The Craft and the Community
	Can Humanism Match Religion's Output?	Rationality: Common Interest of Many Causes

Referenced by: Rationality: Common Interest of Many Causes • Helpless Individuals • Of Gender and Rationality • The Craft and the Community
Original with comments: Church vs. Taskforce
Rationality Quotes 10
Eliezer Yudkowsky, 03 March 2008 05:48AM
"Yes, I am the last man to have walked on the moon, and that's a very dubious and disappointing honor. It's been far too long."
        -- Gene Cernan
 "Man, you're no smarter than me. You're just a fancier kind of stupid."
        -- Spider Robinson, Distraction
 "Each problem that I solved became a rule which served afterwards to solve other problems."
        -- Rene Descartes, Discours de la Methode
 "Faith is Hope given too much credit."
        -- Matt Tuozzo
 "Your Highness, I have no need of this hypothesis."
        -- Pierre-Simon Laplace, to Napoleon, explaining why his works on celestial mechanics made no mention of God.
 
 "'For, finally, one can only judge oneself by one's actions,' thought Elric. 'I have looked at what I have done, not at what I meant to do or thought I would like to do, and what I have done has, in the main, been foolish, destructive, and with little point. Yyrkoon was right to despise me and that was why I hated him so.'"
        -- Michael Moorcock, Elric of Melniboné
 "You will quickly find that if you are completely and self-deprecatingly truthful about how much you owe other people, the world at large will treat you like you did every bit of the invention yourself and are just being becomingly modest about your innate genius."
        -- Eric S. Raymond
 "The longer I live the more I see that I am never wrong about anything, and that all the pains that I have so humbly taken to verify my notions have only wasted my time."
        -- George Bernard Shaw
 "The trouble is that consciousness theories are very easy to dream up... Theories that explain intelligence, on the other hand, are fiendishly difficult to come by and so are profoundly useful. I don't know for sure that intelligence always produces consciousness, but I do know that if you assume it does you'll never be disappointed."
        -- John K. Clark
 "Intelligence is silence, truth being invisible. But what a racket I make in declaring this."
        -- Ned Rorem, "Random Notes from a Diary"
     Presently the mage said, speaking softly, "Do you see, Arren, how an act is not, as young men think, like a rock that one picks up and throws, and it hits or misses, and that's the end of it. When that rock is lifted the earth is lighter, the hand that bears it heavier. When it is thrown the circuits of the stars respond, and where it strikes or falls the universe is changed. On every act the balance of the whole depends. The winds and seas, the powers of water and earth and light, all that these do, and all that the beasts and green things do, is well done, and rightly done. All these act within the Equilibrium. From the hurricane and the great whale's sounding to the fall of a dry leaf and the flight of a gnat, all they do is done within the balance of the whole. But we, in so far as we have power over the world and over one another, we must learn to do what the leaf and the whale and the wind do of their own nature. We must learn to keep the balance. Having intelligence, we must not act in ignorance. Having choice, we must not act without responsibility. Who am I - though I have the power to do it - to punish and reward, playing with men's destinies?"
    "But then," the boy said, frowning at the stars, "is the balance to be kept by doing nothing? Surely a man must act, even not knowing all the consequences of his act, if anything is to be done at all?"
    "Never fear. It is much easier for men to act than to refrain from acting. We will continue to do good, and to do evil... But if there were a king over us all again, and he sought counsel of a mage, as in the days of old, and I were that mage, I would say to him: My lord, do nothing because it is righteous, or praiseworthy, or noble, to do so; do nothing because it seems good to do so; do only that which you must do, and which you cannot do in any other way."
        -- Ursula K. LeGuin, The Farthest Shore

Original with comments: Rationality Quotes 10
Words as Hidden Inferences
Eliezer Yudkowsky, 03 February 2008 11:36PM
Followup to:  The Parable of Hemlock
 Suppose I find a barrel, sealed at the top, but with a hole large enough for a hand.  I reach in, and feel a small, curved object.  I pull the object out, and it's blue - a bluish egg.  Next I reach in and feel something hard and flat, with edges - which, when I extract it, proves to be a red cube.  I pull out 11 eggs and 8 cubes, and every egg is blue, and every cube is red.
 Now I reach in and I feel another egg-shaped object.  Before I pull it out and look, I have to guess:  What will it look like?
 The evidence doesn't prove that every egg in the barrel is blue, and every cube is red.  The evidence doesn't even argue this all that strongly: 19 is not a large sample size.  Nonetheless, I'll guess that this egg-shaped object is blue - or as a runner-up guess, red.  If I guess anything else, there's as many possibilities as distinguishable colors - and for that matter, who says the egg has to be a single shade?  Maybe it has a picture of a horse painted on.
 So I say "blue", with a dutiful patina of humility.  For I am a sophisticated rationalist-type person, and I keep track of my assumptions and dependencies - I guess, but I'm aware that I'm guessing... right?
 But when a large yellow striped feline-shaped object leaps out at me from the shadows, I think, "Yikes!  A tiger!"  Not, "Hm... objects with the properties of largeness, yellowness, stripedness, and feline shape, have previously often possessed the properties 'hungry' and 'dangerous', and thus, although it is not logically necessary, it may be an empirically good guess that aaauuughhhh CRUNCH CRUNCH GULP."
 The human brain, for some odd reason, seems to have been adapted to make this inference quickly, automatically, and without keeping explicit track of its assumptions.
 And if I name the egg-shaped objects "bleggs" (for blue eggs) and the red cubes "rubes", then, when I reach in and feel another egg-shaped object, I may think:  Oh, it's a blegg, rather than considering all that problem-of-induction stuff.
 
 It is a common misconception that you can define a word any way you like.
 This would be true if the brain treated words as purely logical constructs, Aristotelian classes, and you never took out any more information than you put in.
 Yet the brain goes on about its work of categorization, whether or not we consciously approve.  "All humans are mortal, Socrates is a human, therefore Socrates is mortal" - thus spake the ancient Greek philosophers.  Well, if mortality is part of your logical definition of "human", you can't logically classify Socrates as human until you observe him to be mortal.  But - this is the problem - Aristotle knew perfectly well that Socrates was a human.  Aristotle's brain placed Socrates in the "human" category as efficiently as your own brain categorizes tigers, apples, and everything else in its environment:  Swiftly, silently, and without conscious approval.
 Aristotle laid down rules under which no one could conclude Socrates was "human" until after he died.  Nonetheless, Aristotle and his students went on concluding that living people were humans and therefore mortal; they saw distinguishing properties such as human faces and human bodies, and their brains made the leap to inferred properties such as mortality.
 Misunderstanding the working of your own mind does not, thankfully, prevent the mind from doing its work.  Otherwise Aristotelians would have starved, unable to conclude that an object was edible merely because it looked and felt like a banana.
 So the Aristotelians went on classifying environmental objects on the basis of partial information, the way people had always done.  Students of Aristotelian logic went on thinking exactly the same way, but they had acquired an erroneous picture of what they were doing.
 If you asked an Aristotelian philosopher whether Carol the grocer was mortal, they would say "Yes."  If you asked them how they knew, they would say "All humans are mortal, Carol is human, therefore Carol is mortal."  Ask them whether it was a guess or a certainty, and they would say it was a certainty (if you asked before the sixteenth century, at least).  Ask them how they knew that humans were mortal, and they would say it was established by definition.
 The Aristotelians were still the same people, they retained their original natures, but they had acquired incorrect beliefs about their own functioning.  They looked into the mirror of self-awareness, and saw something unlike their true selves: they reflected incorrectly.
 Your brain doesn't treat words as logical definitions with no empirical consequences, and so neither should you.  The mere act of creating a word can cause your mind to allocate a category, and thereby trigger unconscious inferences of similarity.  Or block inferences of similarity; if I create two labels I can get your mind to allocate two categories.  Notice how I said "you" and "your brain" as if they were different things?
 Making errors about the inside of your head doesn't change what's there; otherwise Aristotle would have died when he concluded that the brain was an organ for cooling the blood.  Philosophical mistakes usually don't interfere with blink-of-an-eye perceptual inferences.
 But philosophical mistakes can severely mess up the deliberate thinking processes that we use to try to correct our first impressions.  If you believe that you can "define a word any way you like", without realizing that your brain goes on categorizing without your conscious oversight, then you won't take the effort to choose your definitions wisely.

	Sequence: A Human's Guide to Words
	The Parable of Hemlock	Extensions and Intensions
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Original with comments: Words as Hidden Inferences
Mirrors and Paintings
Eliezer Yudkowsky, 23 August 2008 12:29AM
Followup to:  Sorting Pebbles Into Correct Heaps, Invisible Frameworks
 Background:  There's a proposal for Friendly AI called "Coherent Extrapolated Volition" which I don't really want to divert the discussion to, right now.  Among many other things, CEV involves pointing an AI at humans and saying (in effect) "See that?  That's where you find the base content for self-renormalizing morality."
 Hal Finney commented on the Pebblesorter parable:
I wonder what the Pebblesorter AI would do if successfully programmed to implement [CEV]...  Would the AI pebblesort?  Or would it figure that if the Pebblesorters got smarter, they would see that pebblesorting was pointless and arbitrary?  Would the AI therefore adopt our own parochial morality, forbidding murder, theft and sexual intercourse among too-young people?  Would that be the CEV of Pebblesorters?
 I imagine we would all like to think so, but it smacks of parochialism, of objective morality.  I can't help thinking that Pebblesorter CEV would have to include some aspect of sorting pebbles.  Doesn't that suggest that CEV can malfunction pretty badly?

I'm giving this question its own post, for that it touches on similar questions I once pondered - dilemmas that forced my current metaethics as the resolution.
 Yes indeed:  A CEV-type AI, taking Pebblesorters as its focus, would wipe out the Pebblesorters and sort the universe into prime-numbered heaps.
 This is not the right thing to do.
 That is not a bug.
A primary motivation for CEV was to answer the question, "What can Archimedes do if he has to program a Friendly AI, despite being a savage barbarian by the Future's standards, so that the Future comes out right anyway?  Then whatever general strategy Archimedes could plausibly follow, that is what we should do ourselves:  For we too may be ignorant fools, as the Future measures such things."


 It is tempting to further extend the question, to ask, "What can the Pebblesorters do, despite wanting only to sort pebbles, so that the universe comes out right anyway?  What sort of general strategy should they follow, so that despite wanting something that is utterly pointless and futile, their Future ends up containing sentient beings leading worthwhile lives and having fun?  Then whatever general strategy we wish the Pebblesorters to follow, that is what we should do ourselves:  For we, too, may be flawed."
 You can probably see in an intuitive sense why that won't work.  We did in fact get here from the Greek era, which shows that the seeds of our era were in some sense present then - albeit this history doesn't show that no extra information was added, that there were no contingent moral accidents that sent us into one attractor rather than another.  But still, if Archimedes said something along the lines of "imagine probable future civilizations that would come into existence", the AI would visualize an abstracted form of our civilization among them - though perhaps not only our civilization.
 The Pebblesorters, by construction, do not contain any seed that might grow into a civilization valuing life, health, happiness, etc.  Such wishes are nowhere present in their psychology.  All they want is to sort pebble heaps.  They don't want an AI that keeps them alive, they want an AI that can create correct pebble heaps rather than incorrect pebble heaps.  They are much disturbed by the question of how such an AI can be created, when different civilizations are still arguing about heap sizes - though most of them believe that any sufficiently smart mind will see which heaps are correct and incorrect, and act accordingly.
 You can't get here from there.  Not by any general strategy.  If you want the Pebblesorters' future to come out humane, rather than Pebblish, you can't advise the Pebblesorters to build an AI that would do what their future civilizations would do.  You can't advise them to build an AI that would do what Pebblesorters would do if they knew everything the AI knew.  You can't advise them to build an AI more like Pebblesorters wish they were, and less like what Pebblesorters are.  All those AIs just sort the universe into prime heaps.  The Pebblesorters would celebrate that and say "Mission accomplished!" if they weren't dead, but it isn't what you want the universe to be like.  (And it isn't right, either.)
 What kind of AI would the Pebblesorters have to execute, in order to make the universe a better place?
 They'd have to execute an AI did not do what Pebblesorters would-want, but an AI that simply, directly, did what was right - an AI that cared directly about things like life, health, and happiness.
 But where would that AI come from?
 If you were physically present on the scene, you could program that AI.  If you could send the Pebblesorters a radio message, you could tell them to program it - though you'd have to lie to them about what the AI did.
 But if there's no such direct connection, then it requires a causal miracle for the Pebblesorters' AI to do what is right - a perpetual motion morality, with information appearing from nowhere.  If you write out a specification of an AI that does what is right, it takes a certain number of bits; it has a Kolmogorov complexity.  Where is that information appearing from, since it is not yet physically present in the Pebblesorters' Solar System?  What is the cause already present in the Pebble System, of which the right-doing AI is an eventual effect?  If the right-AI is written by a meta-right AI then where does the meta-right AI come from, causally speaking?
 Be ye wary to distinguish between yonder levels.  It may seem to you that you ought to be able to deduce the correct answer just by thinking about it - surely, anyone can see that pebbles are pointless - but that's a correct answer to the question "What is right?", which carries its own invisible framework of arguments that it is right to be moved by.  This framework, though harder to see than arguments, has its physical conjugate in the human brain.  The framework does not mention the human brain, so we are not persuaded by the argument "That's what the human brain says!"  But this very event of non-persuasion takes place within a human brain that physically represents a moral framework that doesn't mention the brain.
 This framework is not physically represented anywhere in the Pebble System.  It's not a different framework in the Pebble System, any more than different numbers are prime here than there.  So far as idealized abstract dynamics are concerned, the same thing is right in the Pebble System as right here.  But that idealized abstract framework is not physically embodied anywhere in the Pebble System.  If no human sends a physical message to the Pebble System, then how does anything right just happen to happen there, given that the right outcome is a very small target in the space of all possible outcomes?  It would take a thermodynamic miracle.
 As for humans doing what's right - that's a moral miracle but not a causal miracle.  On a moral level, it's astounding indeed that creatures of mere flesh and goo, created by blood-soaked natural selection, should decide to try and transform the universe into a place of light and beauty.  On a moral level, it's just amazing that the brain does what is right, even though "The human brain says so!" isn't a valid moral argument.  On a causal level... once you understand how morality fits into a natural universe, it's not really all that surprising.
 And if that disturbs you, if it seems to smack of relativism - just remember, your universalizing instinct, the appeal of objectivity, and your distrust of the state of human brains as an argument for anything, are also all implemented in your brain.  If you're going to care about whether morals are universally persuasive, you may as well care about people being happy; a paperclip maximizer is moved by neither argument.  See also Changing Your Metaethics.
 It follows from all this, by the way, that the algorithm for CEV (the Coherent Extrapolated Volition formulation of Friendly AI) is not the substance of what's right.  If it were, then executing CEV anywhere, at any time, would do what was right - even with the Pebblesorters as its focus.  There would be no need to elaborately argue this, to have CEV on the left-hand-side and rightness on the r.h.s.; the two would be identical, or bear the same relation as PA+1 and PA.
 So why build CEV?  Why not just build a do-what's-right AI?
 Because we don't know the complete list of our own terminal values; we don't know the full space of arguments we can be moved by.  Human values are too complicated to program by hand.  We might not recognize the source code of a do-what's-right AI, any more than we would recognize a printout of our own neuronal circuitry if we saw it.  Sort of like how Peano Arithmetic doesn't recognize itself in a mirror.  If I listed out all your values as mere English words on paper, you might not be all that moved by the list: is it more uplifting to see sunlight glittering off water, or to read the word "beauty"?
 But in this art of Friendly AI, understanding metaethics on a naturalistic level, we can guess that our morals and metamorals will be physically represented in our brains, even though our morality (considered as an idealized abstracted dynamic) doesn't attach any explicit moral force to "Because a brain said so."
 So when we try to make an AI whose physical consequence is the implementation of what is right, we make that AI's causal chain start with the state of human brains - perhaps nondestructively scanned on the neural level by nanotechnology, or perhaps merely inferred with superhuman precision from external behavior - but not passed through the noisy, blurry, destructive filter of human beings trying to guess their own morals.
 The AI can't start out with a direct representation of rightness, because the programmers don't know their own values (not to mention that there are other human beings out there than the programmers, if the programmers care about that).  The programmers can neither brain-scan themselves and decode the scan, nor superhumanly precisely deduce their internal generators from their outward behavior.
 So you build the AI with a kind of forward reference:  "You see those humans over there?  That's where your utility function is."
 As previously mentioned, there are tricky aspects to this.  You can't say:  "You see those humans over there?  Whatever desire is represented in their brains, is therefore right."  This, from a moral perspective, is wrong - wanting something doesn't make it right - and the conjugate failure of the AI is that it will reprogram your brains to want things that are easily obtained in great quantity.  If the humans are PA, then we want the AI to be PA+1, not Self-PA... metaphorically speaking.
 You've got to say something along the lines of, "You see those humans over there?  Their brains contain the evidence you will use to deduce the correct utility function, even though right-ness is not caused by those brains, so that intervening to alter the brains won't alter the correct utility function."  Here, the "correct" in "correct utility function" is relative to a meta-utility framework that points to the humans and defines how their brains are to be treated as information.  I haven't worked out exactly how to do this, but it does look solvable.
 And as for why you can't have an AI that rejects the "pointless" parts of a goal system and only keeps the "wise" parts - so that even in the Pebble System the AI rejects pebble-sorting and keeps the Pebblesorters safe and warm - it's the problem of the invisible framework again; you've only passed the recursive buck.  Humans contain the physical representations of the framework that we appeal to, when we ask whether a goal is pointless or wise. Without sending a message to the Pebble System, the information there cannot physically materialize from nowhere as to which goals are pointless or wise.  This doesn't mean that different goals are pointless in the Pebble System, it means that no physical brain there is asking that question.
 The upshot is that structurally similar CEV algorithms will behave differently depending on whether they have humans at the focus, or Pebblesorters.  You can infer that CEV will do what's right in the presence of humans, but the general algorithm in CEV is not the direct substance of what's right.  There is no moral imperative to execute CEVs regardless of their focus, on any planet.  It is only right to execute CEVs on decision systems that contain the seeds of rightness, such as humans.  (Again, see the concept of a moral miracle that is not a causal surprise.)
 Think of a Friendly AI as being like a finely polished mirror, which reflects an image more accurately than any painting drawn with blurred eyes and shaky hand.  If you need an image that has the shape of an apple, you would do better to put an actual apple in front of the mirror, and not try to paint the apple by hand.  Even though the drawing would inherently be apple-shaped, it wouldn't be a good one; and even though the mirror is not inherently apple-shaped, in the presence of an actual apple it is a better picture than any painting could be.
 "Why not just use an actual apple?" you ask.  Well, maybe this isn't a merely accurate mirror; it has an internal camera system that lightens the apple's image before displaying it.  An actual apple would have the right starting shape, but it wouldn't be bright enough.
 You may also want a composite image of a lot of apples that have multiple possible reflective equilibria.
 As for how the apple ended up apple-shaped, when the substance of the apple doesn't define apple-shaped-ness - in the very important sense that squishing the apple won't change what's apple-shaped - well, it wasn't a miracle, but it involves a strange loop through the invisible background framework.
 And if the whole affair doesn't sound all that right... well... human beings were using numbers a long time before they invented Peano Arithmetic.  You've got to be almost as smart as a human to recognize yourself in a mirror, and you've got to be smarter than human to recognize a printout of your own neural circuitry.  This Friendly AI stuff is somewhere in between.  Would the rightness be easier to recognize if, in the end, no one died of Alzheimer's ever again?

Referenced by: The Thing That I Protect
Original with comments: Mirrors and Paintings
Grasping Slippery Things
Eliezer Yudkowsky, 17 June 2008 02:04AM
Followup to:  Possibility and Could-ness, The Ultimate Source
 Brandon Reinhart wrote:
I am "grunching." Responding to the questions posted without reading your answer. Then I'll read your answer and compare. I started reading your post on Friday and had to leave to attend a wedding before I had finished it, so I had a while to think about my answer.

Brandon, thanks for doing this.  You've provided a valuable illustration of natural lines of thought.  I hope you won't be offended if, for educational purposes, I dissect it in fine detail.  This sort of dissection is a procedure I followed with Marcello to teach thinking about AI, so no malice is intended.
Can you talk about "could" without using synonyms like "can" and "possible"?


When we speak of "could" we speak of the set of realizable worlds [A'] that follows from an initial starting world A operated on by a set of physical laws f.

(Emphases added.)
 I didn't list "realizable" explicitly as Tabooed, but it refers to the same concept as "could".  Rationalist's Taboo isn't played against a word list, it's played against a concept list.  The goal is to force yourself to reduce.
  Because follows links two worlds, and the linkage is exactly what seems confusing, a word like "follows" is also dangerous.
 Think of it as being like trying to pick up something very slippery.  You have to prevent it from squeezing out of your hands.  You have to prevent the mystery from scurrying away and finding a new dark corner to hide in, as soon as you flip on the lights.
 So letting yourself use a word like "realizable", or even "follows", is giving your mind a tremendous opportunity to Pass the Recursive Buck - which anti-pattern, be it noted in fairness to Brandon, I hadn't yet posted on.
If I was doing this on my own, and I didn't know the solution yet, I would also be marking "initial", "starting", and "operated on".  Not necessarily at the highest priority, but just in case they were hiding the source of the confusion.  If I was being even more careful I would mark "physical laws" and "world".
So when we say "I could have turned left at the fork in the road." "Could" refers to the set of realizable worlds that follow from an initial starting world A in which we are faced with a fork in the road, given the set of physical laws. We are specifically identifying a sub-set of [A']: that of the worlds in which we turned left.

One of the anti-patterns I see often in Artificial Intelligence, and I believe it is also common in philosophy, is inventing a logic that takes as a primitive something that you need to reduce to pieces.
  To your mind's eye, it seems like "could-ness" is a primitive feature of reality.  There's a natural temptation to describe the properties that "could-ness" seems to have, and make lists of things that are "could" or "not-could".  But this is, at best, a preliminary step toward reduction, and you should be aware that it is at best preliminary step.
 The goal is to see inside could-ness, not to develop a modal logic to manipulate primitive could-ness.
 But seeing inside is difficult; there is no safe method you know you can use to see inside.
 And developing a modal logic seems like it's good for a publication, in philosophy.  Or in AI, you manually preprogram a list of which things have could-ness, and then the program appears to reason about it.  That's good for a publication too.
 This does not preclude us from making mistakes in our use of could. One might say "I could have turned left, turned right, or started a nuclear war." The options "started a nuclear war" may simply not be within the set [A']. It wasn't physically realizable given all of the permutations that result from applying our physical laws to our starting world.

Your mind tends to bounce off the problem, and has to be constrained to face it - like your mind itself is the slippery thing that keeps squeezing out of your hands.
 It tries to hide the mystery somewhere else, instead of taking it apart - draw a line to another black box, releasing the tension of trying to look inside the first black box.
 In your mind's eye, it seems, you can see before you the many could-worlds that follow from one real world.
 The real answer is to resolve a Mind Projection Fallacy; physics follows a single line, but your search system, in determining its best action, has to search through multiple options not knowing which it will make real, and all the options will be labeled as reachable in the search.
 So, given that answer, you can see how talking about "physically realizable" and "permutations(?) that result from applying physical laws" is a bounce-off-the-problem, a mere-logic, that squeezes the same unpenetrated mystery into "realizable" and "permutations".
 If our physical laws contain no method for implementing free will and no randomness, [A'] contains only the single world that results from applying the set of physical laws to A. If there is randomness or free will, [A'] contains a broader collection of worlds that result from applying physical laws to A...where the mechanisms of free will or randomness are built into the physical laws.

Including a "mechanism of free will" into the model is a perfect case of Passing the Recursive Buck.
 Think of it from the perspective of Artificial Intelligence.  Suppose you were writing a computer program that would, if it heard a burglar alarm, conclude that the house had probably been robbed.  Then someone says, "If there's an earthquate, then you shouldn't conclude the house was robbed."  This is a classic problem in Bayesian networks with a whole deep solution to it in terms of causal graphs and probability distributions... but suppose you didn't know that.
 You might draw a diagram for your brilliant new Artificial General Intelligence design, that had a "logical reasoning unit" as one box, and then a "context-dependent exception applier" in another box with an arrow to the first box.
  So you would have convinced yourself that your brilliant plan for building AGI included a "context-dependent exception applier" mechanism.  And you would not discover Bayesian networks, because you would have prematurely marked the mystery as known.
 I don't mean "worlds" in the quantum mechanics sense, but as a metaphor for resultant states after applying some number of physical permutations to the starting reality.

"Permutations"?  That would be... something that results in several worlds, all of which have the could-property?  But where does the permuting come from?  How does only one of the could-worlds become real, if it is a matter of physics?  After you ask these questions you realize that you're looking at the same problem as before, which means that saying "permutations" didn't help reduce it.
 Why can a machine practice free will? If free will is possible for humans, then it is a set of properties or functions of the physical laws (described by them, contained by them in some way) and a machine might then implement them in whatever fashion a human brain does. Free will would not be a characteristic of A or [A'], but the process applied to A to reach a specific element of [A'].

Again, if you remember that the correct answer is "Forward search process that labels certain options as reachable before judging them and maximizing", you can see the Mind Projection Fallacy on display in trying to put the could-ness property into basic physics.
 So...I think I successfully avoided using reference to "might" or "probable" or other synonyms and closely related words.
  now I'll read your post to see if I'm going the wrong way.

Afterward, Brandon posted:
Hmm. I think I was working in the right direction, but your procedural analogy let you get closer to the moving parts. But I think "reachability" as you used it and "realizable" as I used it (or was thinking of it) seem to be working along similar lines.

I hate to have to put it this way, because it seems harsh: but it's important to realize that, no, this wasn't working in the right direction.
 Again to be fair, Marcello and I used to generate raw material like this on paper - but it was clearly labeled as raw material; the point was to keep banging our heads on opaque mysteries of cognition, until a split opened up that helped reduce the problem to smaller pieces, or looking at the same mystery from a different angle helped us get a grasp on at least its surface.
 Nonetheless:  Free will is a Confusing Problem.  It is a comparatively lesser Confusing Problem but it is still a Confusing Problem.  Confusing Problems are not like the cheap damn problems that college students are taught to solve using safe prepackaged methods.  They are not even like the Difficult Problems that mathematicians tackle without knowing how to solve them.  Even the simplest Confusing Problem can send generations of high-g philosophers wailing into the abyss.  This is not high school homework, this is beisutsukai monastery homework.
 So you have got to be extremely careful.  And hold yourself, not to "high standards", but to your best dream of perfection.  Part of that is being very aware of how little progress you have made.  Remember that one major reason why AIfolk and philosophers bounce off hard problems and create mere modal logics, is that they get a publication and the illusion of progress.  They rewarded themselves too easily.  If I sound harsh in my criticism, it's because I'm trying to correct a problem of too much mercy.
 They overestimated how much progress they had made, and of what kind.  That's why I'm not giving you credit for generating raw material that could be useful to you in pinning down the problem.  If you'd said you were doing that, I would have given you credit. 
 I'm sure that some people have achieved insight by accident from their raw material, so that they moved from the illusion of progress to real progress.  But that sort of thing cannot be left to accident.  More often, the illusion of progress is fatal: your mind is happy, content, and no longer working on the difficult, scary, painful, opaque, not-sure-how-to-get-inside part of the mystery.
 Generating lots of false starts and dissecting them is one methodology for working on an opaque problem.  (Instantly deadly if you can't detect false starts, of course.)  Yet be careful not to credit yourself too much for trying!  Do not pay yourself for labor, only results!  To run away from a problem, or bounce off it into easier problems, or to convince yourself you have solved it with a black box, is common.  To stick to the truly difficult part of a difficult problem, is rare.  But do not congratulate yourself too much for this difficult feat of rationality; it is only the ante you pay to sit down at the high-stakes table, not a victory.
 The only sign-of-success, as distinguished from a sign-of-working-hard, is getting closer to the moving parts.
 And when you are finally unconfused, of course all the black boxes you invented earlier, will seem in retrospect to have been "driving in the general direction" of the truth then revealed inside them.  But the goal is reduction, and only this counts as success; driving in a general direction is easy by comparison.
 So you must cultivate a sharp and particular awareness of confusion, and know that your raw material and false starts are only raw material and false starts - though it's not the sort of thing that funding agencies want to hear.  Academia creates incentives against the necessary standard; you can only be harsh about your own progress, when you've just done something so spectacular that you can be sure people will smile at your downplaying and say, "What wonderful modesty!"
 The ultimate slippery thing you must grasp firmly until you penetrate is your mind.
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 Terrence Deacon's The Symbolic Species is the best book I've ever read on the evolution of intelligence.  Deacon somewhat overreaches when he tries to theorize about what our X-factor is; but his exposition of its evolution is first-class.
 Deacon makes an excellent case - he has quite persuaded me - that the increased relative size of our frontal cortex, compared to other hominids, is of overwhelming importance in understanding the evolutionary development of humanity.  It's not just a question of increased computing capacity, like adding extra processors onto a cluster; it's a question of what kind of signals dominate, in the brain.
 People with Williams Syndrome (caused by deletion of a certain region on chromosome 7) are hypersocial, ultra-gregarious; as children they fail to show a normal fear of adult strangers.  WSers are cognitively impaired on most dimensions, but their verbal abilities are spared or even exaggerated; they often speak early, with complex sentences and large vocabulary, and excellent verbal recall, even if they can never learn to do basic arithmetic.
 Deacon makes a case for some Williams Syndrome symptoms coming from a frontal cortex that is relatively too large for a human, with the result that prefrontal signals - including certain social emotions - dominate more than they should.
 
 "Both postmortem analysis and MRI analysis have revealed brains with a reduction of the entire posterior cerebral cortex, but a sparing of the cerebellum and frontal lobes, and perhaps even an exaggeration of cerebellar size," says Deacon.
 Williams Syndrome's deficits can be explained by the shrunken posterior cortex - they can't solve simple problems involving shapes, because the parietal cortex, which handles shape-processing, is diminished.  But the frontal cortex is not actually enlarged; it is simply spared.  So where do WSers' augmented verbal abilities come from?
 Perhaps because the signals sent out by the frontal cortex, saying "pay attention to this verbal stuff!", win out over signals coming from the shrunken sections of the brain.  So the verbal abilities get lots of exercise - and other abilities don't.
 Similarly with the hyper-gregarious nature of WSers; the signal saying "Pay attention to this person!", originating in the frontal areas where social processing gets done, dominates the emotional landscape.
 And Williams Syndrome is not frontal enlargement, remember; it's just frontal sparing in an otherwise shrunken brain, which increases the relative force of frontal signals...
 ...beyond the narrow parameters within which a human brain is adapted to work.
 I mention this because you might look at the history of human evolution, and think to yourself, "Hm... to get from a chimpanzee to a human... you enlarge the frontal cortex... so if we enlarge it even further..."
 The road to +Human is not that simple.
 Hominid brains have been tested billions of times over through thousands of generations.  But you shouldn't reason qualitatively, "Testing creates 'robustness', so now the human brain must be 'extremely robust'."  Sure, we can expect the human brain to be robust against some insults, like the loss of a single neuron.  But testing in an evolutionary paradigm only creates robustness over the domain tested.  Yes, sometimes you get robustness beyond that, because sometimes evolution finds simple solutions that prove to generalize -
 But people do go crazy.  Not colloquial crazy, actual crazy.  Some ordinary young man in college suddenly decides that everyone around them is staring at them because they're part of the conspiracy.  (I saw that happen once, and made a classic non-Bayesian mistake; I knew that this was archetypal schizophrenic behavior, but I didn't realize that similar symptoms can arise from many other causes.  Psychosis, it turns out, is a general failure mode, "the fever of CNS illnesses"; it can also be caused by drugs, brain tumors, or just sleep deprivation.  I saw the perfect fit to what I'd read of schizophrenia, and didn't ask "What if other things fit just as perfectly?"  So my snap diagnosis of schizophrenia turned out to be wrong; but as I wasn't foolish enough to try to handle the case myself, things turned out all right in the end.)
 Wikipedia says that the current main hypotheses being considered for psychosis are (a) too much dopamine in one place (b) not enough glutamate somewhere else.  (I thought I remembered hearing about serotonin imbalances, but maybe that was something else.)
 That's how robust the human brain is: a gentle little neurotransmitter imbalance - so subtle they're still having trouble tracking it down after who knows how many fMRI studies - can give you a full-blown case of stark raving mad.
 I don't know how often psychosis happens to hunter-gatherers, so maybe it has something to do with a modern diet?  We're not getting exactly the right ratio of Omega 6 to Omega 3 fats, or we're eating too much processed sugar, or something.  And among the many other things that go haywire with the metabolism as a result, the brain moves into a more fragile state that breaks down more easily...
 Or whatever.  That's just a random hypothesis.  By which I mean to say:  The brain really is adapted to a very narrow range of operating parameters.  It doesn't tolerate a little too much dopamine, just as your metabolism isn't very robust against non-ancestral ratios of Omega 6 to Omega 3.  Yes, sometimes you get bonus robustness in a new domain, when evolution solves W, X, and Y using a compact adaptation that also extends to novel Z.  Other times... quite often, really... Z just isn't covered.
 Often, you step outside the box of the ancestral parameter ranges, and things just plain break.
 Every part of your brain assumes that all the other surrounding parts work a certain way.  The present brain is the Environment of Evolutionary Adaptedness for every individual piece of the present brain.
 Start modifying the pieces in ways that seem like "good ideas" - making the frontal cortex larger, for example - and you start operating outside the ancestral box of parameter ranges.  And then everything goes to hell.  Why shouldn't it?  Why would the brain be designed for easy upgradability?
 Even if one change works - will the second?  Will the third?  Will all four changes work well together?  Will the fifth change have all that greater a probability of breaking something, because you're already operating that much further outside the ancestral box?  Will the sixth change prove that you exhausted all the brain's robustness in tolerating the changes you made already, and now there's no adaptivity left?
 Poetry aside, a human being isn't the seed of a god.  We don't have neat little dials that you can easily tweak to more "advanced" settings.  We are not designed for our parts to be upgraded.  Our parts are adapted to work exactly as they are, in their current context, every part tested in a regime of the other parts being the way they are.  Idiot evolution does not look ahead, it does not design with the intent of different future uses.  We are not designed to unfold into something bigger.

 Which is not to say that it could never, ever be done.
 You could build a modular, cleanly designed AI that could make a billion sequential upgrades to itself using deterministic guarantees of correctness.  A Friendly AI programmer could do even more arcane things to make sure the AI knew what you would-want if you understood the possibilities.  And then the AI could apply superior intelligence to untangle the pattern of all those neurons (without simulating you in such fine detail as to create a new person), and to foresee the consequences of its acts, and to understand the meaning of those consequences under your values.  And the AI could upgrade one thing while simultaneously tweaking the five things that depend on it and the twenty things that depend on them.  Finding a gradual, incremental path to greater intelligence (so as not to effectively erase you and replace you with someone else) that didn't drive you psychotic or give you Williams Syndrome or a hundred other syndromes.
 Or you could walk the path of unassisted human enhancement, trying to make changes to yourself without understanding them fully.  Sometimes changing yourself the wrong way, and being murdered or suspended to disk, and replaced by an earlier backup.  Racing against the clock, trying to raise your intelligence without breaking your brain or mutating your will.  Hoping you became sufficiently super-smart that you could improve the skill with which you modified yourself.  Before your hacked brain moved so far outside ancestral parameters and tolerated so many insults that its fragility reached a limit, and you fell to pieces with every new attempted modification beyond that.  Death is far from the worst risk here.  Not every form of madness will appear immediately when you branch yourself for testing - some insanities might incubate for a while before they became visible.  And you might not notice if your goals shifted only a bit at a time, as your emotional balance altered with the strange new harmonies of your brain.
 Each path has its little upsides and downsides.  (E.g:  AI requires supreme precise knowledge; human upgrading has a nonzero probability of success through trial and error.  Malfunctioning AIs mostly kill you and tile the galaxy with smiley faces; human upgrading might produce insane gods to rule over you in Hell forever.  Or so my current understanding would predict, anyway; it's not like I've observed any of this as a fact.)
 And I'm sorry to dismiss such a gigantic dilemma with three paragraphs, but it wanders from the point of today's post:
 The point of today's post is that growing up - or even deciding what you want to be when you grow up - is as around as hard as designing a new intelligent species.  Harder, since you're constrained to start from the base of an existing design.  There is no natural path laid out to godhood, no Level attribute that you can neatly increment and watch everything else fall into place.  It is an adult problem.
 Being a transhumanist means wanting certain things - judging them to be good.  It doesn't mean you think those goals are easy to achieve.
 Just as there's a wide range of understanding among people who talk about, say, quantum mechanics, there's also a certain range of competence among transhumanists.  There are transhumanists who fall into the trap of the affect heuristic, who see the potential benefit of a technology, and therefore feel really good about that technology, so that it also seems that the technology (a) has readily managed downsides (b) is easy to implement well and (c) will arrive relatively soon.
 But only the most formidable adherents of an idea are any sign of its strength.  Ten thousand New Agers babbling nonsense, do not cast the least shadow on real quantum mechanics.  And among the more formidable transhumanists, it is not at all rare to find someone who wants something and thinks it will not be easy to get.
 One is much more likely to find, say, Nick Bostrom - that is, Dr. Nick Bostrom, Director of the Oxford Future of Humanity Institute and founding Chair of the World Transhumanist Assocation - arguing that a possible test for whether a cognitive enhancement is likely to have downsides, is the ease with which it could have occurred as a natural mutation - since if it had only upsides and could easily occur as a natural mutation, why hasn't the brain already adapted accordingly?  This is one reason to be wary of, say, cholinergic memory enhancers: if they have no downsides, why doesn't the brain produce more acetylcholine already?  Maybe you're using up a limited memory capacity, or forgetting something else...
 And that may or may not turn out to be a good heuristic.  But the point is that the serious, smart, technically minded transhumanists, do not always expect that the road to everything they want is easy.  (Where you want to be wary of people who say, "But I dutifully acknowledge that there are obstacles!" but stay in basically the same mindset of never truly doubting the victory.)
 So you'll forgive me if I am somewhat annoyed with people who run around saying, "I'd like to be a hundred times as smart!" as if it were as simple as scaling up a hundred times instead of requiring a whole new cognitive architecture; and as if a change of that magnitude in one shot wouldn't amount to erasure and replacement.  Or asking, "Hey, why not just augment humans instead of building AI?" as if it wouldn't be a desperate race against madness.
 I'm not against being smarter.  I'm not against augmenting humans.  I am still a transhumanist; I still judge that these are good goals.
 But it's really not that simple, okay?
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 One of the experiences of following the Way is that, from time to time, you notice a new word that you have been using without really understanding.  And you say:  "What does this word, 'X', really mean?"
 Perhaps 'X' is 'error', for example.  And those who have not yet realized the importance of this aspect of the Way, may reply:  "Huh?  What do you mean?  Everyone knows what an 'error' is; it's when you get something wrong, when you make a mistake."  And you reply, "But those are only synonyms; what can the term 'error' mean in a universe where particles only ever do what they do?"
 It's not meant to be a rhetorical question; you're meant to go out and answer it.  One of the primary tools for doing so is Rationalist's Taboo, when you try to speak without using the word or its synonyms - to replace the symbol with the substance.
 So I ask you therefore, what is this word "arbitrary"?  Is a rock arbitrary?  A leaf?  A human?
 How about sorting pebbles into prime-numbered heaps?  How about maximizing inclusive genetic fitness?  How about dragging a child off the train tracks?
 How can I tell exactly which things are arbitrary, and which not, in this universe where particles only ever do what they do?  Can you tell me exactly what property is being discriminated, without using the word "arbitrary" or any direct synonyms?  Can you open up the box of "arbitrary", this label that your mind assigns to some things and not others, and tell me what kind of algorithm is at work here?
Having pondered this issue myself, I offer to you the following proposal:
A piece of cognitive content feels "arbitrary" if it is the kind of cognitive content that we expect to come with attached justifications, and those justifications are not present in our mind.

You'll note that I've performed the standard operation for guaranteeing that a potentially confusing question has a real answer:  I substituted the question, "How does my brain label things 'arbitrary'?" for "What is this mysterious property of arbitrariness?"  This is not necessarily a sleight-of-hand, since to explain something is not the same as explaining it away.
 In this case, for nearly all everyday purposes, I would make free to proceed from "arbitrary" to arbitrary.  If someone says to me, "I believe that the probability of finding life on Mars is 6.203 * 10-23 to four significant digits," I would make free to respond, "That sounds like a rather arbitrary number," not "My brain has attached the subjective arbitrariness-label to its representation of the number in your belief."
 So as it turned out in this case, having answered the question "What is 'arbitrary'?" turns out not to affect the way I use the word 'arbitrary'; I am just more aware of what the arbitrariness-sensation indicates.  I am aware that when I say, "6.203 * 10-23 sounds like an arbitrary number", I am indicating that I would expect some justification for assigning that particular number, and I haven't heard it.  This also explains why the precision is important - why I would question that particular number, but not someone saying "Less than 1%".  In the latter case, I have some idea what might justify such a statement; but giving a very precise figure implies that you have some kind of information I don't know about, either that or you're being silly.
 "Ah," you say, "but what do you mean by 'justification'?  Haven't you failed to make any progress, and just passed the recursive buck to another black box?"
 Actually, no; I told you that "arbitrariness" was a sensation produced by the absence of an expected X.  Even if I don't tell you anything more about that X, you've learned something about the cognitive algorithm - opened up the original black box, and taken out two gears and a smaller black box.
 But yes, it makes sense to continue onward to discuss this mysterious notion of "justification".
 Suppose I told you that "justification" is what tells you whether a belief is reasonable.  Would this tell you anything?  No, because there are no extra gears that have been factored out, just a direct invocation of "reasonable"-ness.
 Okay, then suppose instead I tell you, "Your mind labels X as a justification for Y, whenever adding 'X' to the pool of cognitive content would result in 'Y' being added to the pool, or increasing the intensity associated with 'Y'."  How about that?
 "Enough of this buck-passing tomfoolery!" you may be tempted to cry.  But wait; this really does factor out another couple of gears.   We have the idea that different propositions, to the extent they are held, can create each other in the mind, or increase the felt level of intensity - credence for beliefs, desire for acts or goals.  You may have already known this, more or less, but stating it aloud is still progress.
 This may not provide much satisfaction to someone inquiring into morals.  But then someone inquiring into morals may well do better to just think moral thoughts, rather than thinking about metaethics or reductionism.
 On the other hand, if you were building a Friendly AI, and trying to explain to that FAI what a human being means by the term "justification", then the statement I just issued might help the FAI narrow it down.  With some additional guidance, the FAI might be able to figure out where to look, in an empirical model of a human, for representations of the sort of specific moral content that a human inquirer-into-morals would be interested in - what specifically counts or doesn't count as a justification, in the eyes of that human.  And this being the case, you might not have to explain the specifics exactly correctly at system boot time; the FAI knows how to find out the rest on its own.  My inquiries into metaethics are not directed toward the same purposes as those of standard philosophy.
 Now of course you may reply, "Then the FAI finds out what the human thinks is a "justification".  But is that formulation of 'justification', really justified?"   But by this time, I hope, you can predict my answer to that sort of question, whether or not you agree.  I answer that we have just witnessed a strange loop through the meta-level, in which you use justification-as-justification to evaluate the quoted form of justification-as-cognitive-algorithm, which algorithm may, perhaps, happen to be your own, &c.  And that the feeling of "justification" cannot be coherently detached from the specific algorithm we use to decide justification in particular cases; that there is no pure empty essence of justification that will persuade any optimization process regardless of its algorithm, &c.
 And the upshot is that differently structured minds may well label different propositions with their analogues of the internal label "arbitrary" - though only one of these labels is what you mean when you say "arbitrary", so you and these other agents do not really have a disagreement.
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"Let us understand, once and for all, that the ethical progress of society depends, not on imitating the cosmic process, still less in running away from it, but in combating it."
        -- T. H. Huxley ("Darwin's bulldog", early advocate of evolutionary theory)

 There is a quote from some Zen Master or other, who said something along the lines of:
"Western man believes that he is rebelling against nature, but he does not realize that, in doing so, he is acting according to nature."

The Reductionist Masters of the West, strong in their own Art, are not so foolish; they do realize that they always act within Nature.
 You can narrow your focus and rebel against a facet of existing Nature - polio, say - but in so doing, you act within the whole of Nature.  The syringe that carries the polio vaccine is forged of atoms; our minds, that understood the method, embodied in neurons.  If Jonas Salk had to fight laziness, he fought something that evolution instilled in him - a reluctance to work that conserves energy.  And he fought it with other emotions that natural selection also inscribed in him: feelings of friendship that he extended to humanity, heroism to protect his tribe, maybe an explicit desire for fame that he never acknowledged to himself - who knows?  (I haven't actually read a biography of Salk.)
 The point is, you can't fight Nature from beyond Nature, only from within it.  There is no acausal fulcrum on which to stand outside reality and move it.  There is no ghost of perfect emptiness by which you can judge your brain from outside your brain.  You can fight the cosmic process, but only by recruiting other abilities that evolution originally gave to you.
 And if you fight one emotion within yourself - looking upon your own nature, and judging yourself less than you think should be - saying perhaps, "I should not want to kill my enemies" - then you make that judgment, by...
 How exactly does one go about rebelling against one's own goal system?
 From within it, naturally.
 This is perhaps the primary thing that I didn't quite understand as a teenager.
 At the age of fifteen (fourteen?), I picked up a copy of TIME magazine and read an article on evolutionary psychology.  It seemed like one of the most massively obvious-in-retrospect ideas I'd ever heard.  I went on to read The Moral Animal by Robert Wright.  And later The Adapted Mind - but from the perspective of personal epiphanies, The Moral Animal pretty much did the job.
 I'm reasonably sure that if I had not known the basics of evolutionary psychology from my teenage years, I would not currently exist as the Eliezer Yudkowsky you know.
 Indeed, let me drop back a bit further:
 At the age of... I think it was nine... I discovered the truth about sex by looking it up in my parents' home copy of the Encyclopedia Britannica (stop that laughing).  Shortly after, I learned a good deal more by discovering where my parents had hidden the secret 15th volume of my long-beloved Childcraft series.  I'd been avidly reading the first 14 volumes - some of them, anyway - since the age of five.  But the 15th volume wasn't meant for me- it was the "Guide for Parents".
 The 15th volume of Childcraft described the life cycle of children.  It described the horrible confusion of the teenage years - teenagers experimenting with alcohol, with drugs, with unsafe sex, with reckless driving, the hormones taking over their minds, the overwhelming importance of peer pressure, the tearful accusations of "You don't love me!" and "I hate you!"
 I took one look at that description, at the tender age of nine, and said to myself in quiet revulsion, I'm not going to do that.
 And I didn't.
 My teenage years were not untroubled.  But I didn't do any of the things that the Guide to Parents warned me against.  I didn't drink, drive, drug, lose control to hormones, pay any attention to peer pressure, or ever once think that my parents didn't love me.
 In a safer world, I would have wished for my parents to have hidden that book better.
 But in this world, which needs me as I am, I don't regret finding it.
 I still rebelled, of course.  I rebelled against the rebellious nature the Guide to Parents described to me.  That was part of how I defined my identity in my teenage years - "I'm not doing the standard stupid stuff."  Some of the time, this just meant that I invented amazing new stupidity, but in fact that was a major improvement.
 Years later, The Moral Animal made suddenly obvious the why of all that disastrous behavior I'd been warned against.  Not that Robert Wright pointed any of this out explicitly, but it was obvious given the elementary concept of evolutionary psychology:
 Physiologically adult humans are not meant to spend an additional 10 years in a school system; their brains map that onto "I have been assigned low tribal status".  And so, of course, they plot rebellion - accuse the existing tribal overlords of corruption - plot perhaps to split off their own little tribe in the savanna, not realizing that this is impossible in the Modern World.  The teenage males map their own fathers onto the role of "tribal chief"...
 Echoes in time, thousands of repeated generations in the savanna carving the pattern, ancient repetitions of form, reproduced in the present in strange twisted mappings, across genes that didn't know anything had changed...
 The world grew older, of a sudden.
 And I'm not going to go into the evolutionary psychology of "teenagers" in detail, not now, because that would deserve its own post.
 But when I read The Moral Animal, the world suddenly acquired causal depth.  Human emotions existed for reasons, they weren't just unexamined givens.  I might previously have questioned whether an emotion was appropriate to its circumstance - whether it made sense to hate your parents, if they did really love you - but I wouldn't have thought, before then, to judge the existence of hatred as an evolved emotion.
 And then, having come so far, and having avoided with instinctive ease all the classic errors that evolutionary psychologists are traditionally warned against - I was never once tempted to confuse evolutionary causation with psychological causation - I went wrong at the last turn.
 The echo in time that was teenage psychology was obviously wrong and stupid - a distortion in the way things should be - so clearly you were supposed to unwind past it, compensate in the opposite direction or disable the feeling, to arrive at the correct answer.
 It's hard for me to remember exactly what I was thinking in this era, but I think I tended to focus on one facet of human psychology at any given moment, trying to unwind myself a piece at a time.  IIRC I did think, in full generality, "Evolution is bad; the effect it has on psychology is bad."  (Like it had some kind of "effect" that could be isolated!)  But somehow, I managed not to get to "Evolutionary psychology is the cause of altruism; altruism is bad."
 It was easy for me to see all sorts of warped altruism as having been warped by evolution.
 People who wanted to trust themselves with power, for the good of their tribe - that had an obvious evolutionary explanation; it was, therefore, a distortion to be corrected.
 People who wanted to be altruistic in ways their friends would approve of - obvious evolutionary explanation; therefore a distortion to be corrected.
 People who wanted to be altruistic in a way that would optimize their fame and repute - obvious evolutionary distortion to be corrected.
 People who wanted to help only their family, or only their nation - acting out ancient selection pressures on the savanna; move past it.
 But the fundamental will to help people?
 Well, the notion of that being merely evolved, was something that, somehow, I managed to never quite accept.  Even though, in retrospect, the causality is just as obvious as teen revolutionism.
 IIRC, I did think something along the lines of:  "Once you unwind past evolution, then the true morality isn't likely to contain a clause saying, 'This person matters but this person doesn't', so everyone should matter equally, so you should be as eager to help others as help yourself."  And so I thought that even if the emotion of altruism had merely evolved, it was a right emotion, and I should keep it.
 But why think that people mattered at all, if you were trying to unwind past all evolutionary psychology?  Why think that it was better for people to be happy than sad, rather than the converse?
 If I recall correctly, I did ask myself that, and sort of waved my hands mentally and said, "It just seems like one of the best guesses - I mean, I don't know that people are valuable, but I can't think of what else could be."
 This is the Avoiding Your Belief's Real Weak Points / Not Spontaneously Thinking About Your Belief's Most Painful Weaknesses antipattern in full glory:  Get just far enough to place yourself on the first fringes of real distress, and then stop thinking.
 And also the antipattern of trying to unwind past everything that is causally responsible for your existence as a mind, to arrive at a perfectly reliable ghost of perfect emptiness.
 Later, having also seen others making similar mistakes, it seems to me that the general problem is an illusion of mind-independence that comes from picking something that appeals to you, while still seeming philosophically simple.
 As if the appeal to you, of the moral argument, weren't still a feature of your particular point in mind design space.
  As if there weren't still an ordinary and explicable causal history behind the appeal, and your selection of that particular principle.
 As if, by making things philosophically simpler-seeming, you could enhance their appeal to a ghost-in-the-machine who would hear your justifications starting from scratch, as fairness demands.
 As if your very sense of simplicity were not an aesthetic sense inscribed in you by evolution.
 As if your very intuitions of "moral argument" and "justification", were not an architecture-of-reasoning inscribed in you by natural selection, and just as causally explicable as any other feature of human psychology...
 You can't throw away evolution, and end up with a perfectly moral creature that humans would have been, if only we had never evolved; that's really not how it works.
 Why accept intuitively appealing arguments about the nature of morality, rather than intuitively unappealing ones, if you're going to distrust everything in you that ever evolved?
 Then what is right?  What should we do, having been inscribed by a blind mad idiot god whose incarnation-into-reality takes the form of millions of years of ancestral murder and war?
 But even this question - every fragment of it - the notion that a blind mad idiocy is an ugly property for a god to have, or that murder is a poisoned well of order, even the words "right" and "should" - all a phenomenon within nature.  All traceable back to debates built around arguments appealing to intuitions that evolved in me.
 You can't jump out of the system.  You really can't.  Even wanting to jump out of the system - the sense that something isn't justified "just because it evolved" - is something that you feel from within the system.  Anything you might try to use to jump - any sense of what morality should be like, if you could unwind past evolution - is also there as a causal result of evolution.
 Not everything we think about morality is directly inscribed by evolution, of course.  We have values that we got from our parents teaching them to us as we grew up; after it won out in a civilizational debate conducted with reference to other moral principles; that were themselves argued into existence by appealing to built-in emotions; using an architecture-of-interpersonal-moral-argument that evolution burped into existence.
 It all goes back to evolution.  This doesn't just include things like instinctive concepts of fairness, or empathy, it includes the whole notion of arguing morals as if they were propositional beliefs.  Evolution created within you that frame of reference within which you can formulate the  concept of moral questioning.  Including questioning evolution's fitness to create our moral frame of reference.  If you really try to unwind outside the system, you'll unwind your unwinders.
 That's what I didn't quite get, those years ago.
 I do plan to dissolve the cognitive confusion that makes words like "right" and "should" seem difficult to grasp.  I've been working up to that for a while now.
 But I'm not there yet, and so, for now, I'm going to jump ahead and peek at an answer I'll only later be able to justify as moral philosophy:
 Embrace reflection.  You can't unwind to emptiness, but you can bootstrap from a starting point.
 Go on morally questioning the existence (and not just appropriateness) of emotions.  But don't treat the mere fact of their having evolved as a reason to reject them.  Yes, I know that "X evolved" doesn't seem like a good justification for having an emotion; but don't let that be a reason to reject X, any more than it's a reason to accept it.  Hence the post on the Genetic Fallacy: causation is conceptually distinct from justification.  If you try to apply the Genetic Accusation to automatically convict and expel your genes, you're going to run into foundational trouble - so don't! 
 Just ask if the emotion is justified - don't treat its evolutionary cause as proof of mere distortion.  Use your current mind to examine the emotion's pluses and minuses, without being ashamed; use your full strength of morality.
 Judge emotions as emotions, not as evolutionary relics.  When you say, "motherly love outcompeted its alternative alleles because it protected children that could carry the allele for motherly love", this is only a cause, not a sum of all moral arguments.  The evolutionary psychology may grant you helpful insight into the pattern and process of motherly love, but it neither justifies the emotion as natural, nor convicts it as coming from an unworthy source.  You don't make the Genetic Accusation either way.  You just, y'know, think about motherly love, and ask yourself if it seems like a good thing or not; considering its effects, not its source.
 You tot up the balance of moral justifications, using your current mind - without worrying about the fact that the entire debate takes place within an evolved framework.
 That's the moral normality to which my yet-to-be-revealed moral philosophy will add up.
 And if, in the meanwhile, it seems to you like I've just proved that there is no morality... well, I haven't proved any such thing.  But, meanwhile, just ask yourself if you might want to help people even if there were no morality.  If you find that the answer is yes, then you will later discover that you discovered morality.
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"What Is Wrong With Our Thoughts"
Eliezer Yudkowsky, 17 May 2009 07:24AM
"But let us never forget, either, as all conventional history of philosophy conspires to make us forget, what the 'great thinkers' really are: proper objects, indeed, of pity, but even more, of horror."
 David Stove's "What Is Wrong With Our Thoughts" is a critique of philosophy that I can only call epic.
 The astute reader will of course find themselves objecting to Stove's notion that we should be catologuing every possible way to do philosophy wrong.  It's not like there's some originally pure mode of thought, being tainted by only a small library of poisons.  It's just that there are exponentially more possible crazy thoughts than sane thoughts, c.f. entropy.
 But Stove's list of 39 different classic crazinesses applied to the number three is absolute pure epic gold.  (Scroll down about halfway through if you want to jump there directly.)
 I especially like #8:  "There is an integer between two and four, but it is not three, and its true name and nature are not to be revealed."

Original with comments: "What Is Wrong With Our Thoughts"
Free to Optimize
Eliezer Yudkowsky, 02 January 2009 01:41AM
(This post is part of the Fun Theory Sequence.)
Followup to:  Thou Art Physics, Timeless Control, Possibility and Could-ness, The Ultimate Source
 Stare decisis is the legal principle which binds courts to follow precedent, retrace the footsteps of other judges' decisions.  As someone previously condemned to an Orthodox Jewish education, where I gritted my teeth at the idea that medieval rabbis would always be wiser than modern rabbis, I completely missed the rationale for stare decisis.  I thought it was about respect for the past.
 But shouldn't we presume that, in the presence of science, judges closer to the future will know more - have new facts at their fingertips - which enable them to make better decisions?  Imagine if engineers respected the decisions of past engineers, not as a source of good suggestions, but as a binding precedent!  - That was my original reaction.  The standard rationale behind stare decisis came as a shock of revelation to me; it considerably increased my respect for the whole legal system.
 This rationale is jurisprudence constante:  The legal system must above all be predictable, so that people can execute contracts or choose behaviors knowing the legal implications.
 Judges are not necessarily there to optimize, like an engineer.  The purpose of law is not to make the world perfect.  The law is there to provide a predictable environment in which people can optimize their own futures.
 
 I was amazed at how a principle that at first glance seemed so completely Luddite, could have such an Enlightenment rationale.  It was a "shock of creativity" - a solution that ranked high in my preference ordering and low in my search ordering, a solution that violated my previous surface generalizations.  "Respect the past just because it's the past" would not have easily occurred to me as a good solution for anything.
 There's a peer commentary in Evolutionary Origins of Morality which notes in passing that "other things being equal, organisms will choose to reward themselves over being rewarded by caretaking organisms".  It's cited as the Premack principle, but the actual Premack principle looks to be something quite different, so I don't know if this is a bogus result, a misremembered citation, or a nonobvious derivation.  If true, it's definitely interesting from a fun-theoretic perspective.
 Optimization is the ability to squeeze the future into regions high in your preference ordering.  Living by my own strength, means squeezing my own future - not perfectly, but still being able to grasp some of the relation between my actions and their consequences.  This is the strength of a human.
 If I'm being helped, then some other agent is also squeezing my future - optimizing me - in the same rough direction that I try to squeeze myself.  This is "help".
 A human helper is unlikely to steer every part of my future that I could have steered myself.  They're not likely to have already exploited every connection between action and outcome that I can myself understand.  They won't be able to squeeze the future that tightly; there will be slack left over, that I can squeeze for myself.
 We have little experience with being "caretaken" across any substantial gap in intelligence; the closest thing that human experience provides us with is the idiom of parents and children.  Human parents are still human; they may be smarter than their children, but they can't predict the future or manipulate the kids in any fine-grained way.
 Even so, it's an empirical observation that some human parents do help their children so much that their children don't become strong.  It's not that there's nothing left for their children to do, but with a hundred million dollars in a trust fund, they don't need to do much - their remaining motivations aren't strong enough.  Something like that depends on genes, not just environment - not every overhelped child shrivels - but conversely it depends on environment too, not just genes.
 So, in considering the kind of "help" that can flow from relatively stronger agents to relatively weaker agents, we have two potential problems to track:
 	Help so strong that it optimizes away the links between the desirable outcome and your own choices.
 	Help that is believed to be so reliable, that it takes off the psychological pressure to use your own strength.
 
Since (2) revolves around belief, could you just lie about how reliable the help was?  Pretend that you're not going to help when things get bad - but then if things do get bad, you help anyway?  That trick didn't work too well for Alan Greenspan and Ben Bernanke.
 A superintelligence might be able to pull off a better deception.  But in terms of moral theory and eudaimonia - we are allowed to have preferences over external states of affairs, not just psychological states.  This applies to "I want to really steer my own life, not just believe that I do", just as it applies to "I want to have a love affair with a fellow sentient, not just a puppet that I am deceived into thinking sentient".  So if we can state firmly from a value standpoint that we don't want to be fooled this way, then building an agent which respects that preference is a mere matter of Friendly AI.
 Modify people so that they don't relax when they believe they'll be helped?  I usually try to think of how to modify environments before I imagine modifying any people.  It's not that I want to stay the same person forever; but the issues are rather more fraught, and one might wish to take it slowly, at some eudaimonic rate of personal improvement.
 (1), though, is the most interesting issue from a philosophicalish standpoint.  It impinges on the confusion named "free will".  Of which I have already untangled; see the posts referenced at top, if you're recently joining OB.
 Let's say that I'm an ultrapowerful AI, and I use my knowledge of your mind and your environment to forecast that, if left to your own devices, you will make $999,750.  But this does not satisfice me; it so happens that I want you to make at least $1,000,000.  So I hand you $250, and then you go on to make $999,750 as you ordinarily would have.
 How much of your own strength have you just lived by?
 The first view would say, "I made 99.975% of the money; the AI only helped 0.025% worth."
 The second view would say, "Suppose I had entirely slacked off and done nothing.  Then the AI would have handed me $1,000,000.  So my attempt to steer my own future was an illusion; my future was already determined to contain $1,000,000."
 Someone might reply, "Physics is deterministic, so your future is already determined no matter what you or the AI does -"
 But the second view interrupts and says, "No, you're not confusing me that easily.  I am within physics, so in order for my future to be determined by me, it must be determined by physics.  The Past does not reach around the Present and determine the Future before the Present gets a chance - that is mixing up a timeful view with a timeless one.  But if there's an AI that really does look over the alternatives before I do, and really does choose the outcome before I get a chance, then I'm really not steering my own future.  The future is no longer counterfactually dependent on my decisions."
 At which point the first view butts in and says, "But of course the future is counterfactually dependent on your actions.  The AI gives you $250 and then leaves.  As a physical fact, if you didn't work hard, you would end up with only $250 instead of $1,000,000."
 To which the second view replies, "I one-box on Newcomb's Problem, so my counterfactual reads 'if my decision were to not work hard, the AI would have given me $1,000,000 instead of $250'."
 "So you're saying," says the first view, heavy with sarcasm, "that if the AI had wanted me to make at least $1,000,000 and it had ensured this through the general policy of handing me $1,000,000 flat on a silver platter, leaving me to earn $999,750 through my own actions, for a total of $1,999,750 - that this AI would have interfered less with my life than the one who just gave me $250."
 The second view thinks for a second and says "Yeah, actually.  Because then there's a stronger counterfactual dependency of the final outcome on your own decisions.  Every dollar you earned was a real added dollar.  The second AI helped you more, but it constrained your destiny less."
 "But if the AI had done exactly the same thing, because it wanted me to make exactly $1,999,750 -"
 The second view nods.
 "That sounds a bit scary," the first view says, "for reasons which have nothing to do with the usual furious debates over Newcomb's Problem.  You're making your utility function path-dependent on the detailed cognition of the Friendly AI trying to help you!  You'd be okay with it if the AI only could give you $250.  You'd be okay if the AI had decided to give you $250 through a decision process that had predicted the final outcome in less detail, even though you acknowledge that in principle your decisions may already be highly deterministic.  How is a poor Friendly AI supposed to help you, when your utility function is dependent, not just on the outcome, not just on the Friendly AI's actions, but dependent on differences of the exact algorithm the Friendly AI uses to arrive at the same decision?  Isn't your whole rationale of one-boxing on Newcomb's Problem that you only care about what works?"
 "Well, that's a good point," says the second view.  "But sometimes we only care about what works, and yet sometimes we do care about the journey as well as the destination.  If I was trying to cure cancer, I wouldn't care how I cured cancer, or whether I or the AI cured cancer, just so long as it ended up cured.  This isn't that kind of problem.  This is the problem of the eudaimonic journey - it's the reason I care in the first place whether I get a million dollars through my own efforts or by having an outside AI hand it to me on a silver platter.  My utility function is not up for grabs.  If I desire not to be optimized too hard by an outside agent, the agent needs to respect that preference even if it depends on the details of how the outside agent arrives at its decisions.  Though it's also worth noting that decisions are produced by algorithms - if the AI hadn't been using the algorithm of doing just what it took to bring me up to $1,000,000, it probably wouldn't have handed me exactly $250."
 The desire not to be optimized too hard by an outside agent is one of the structurally nontrivial aspects of human morality.
 But I can think of a solution, which unless it contains some terrible flaw not obvious to me, sets a lower bound on the goodness of a solution: any alternative solution adopted, ought to be at least this good or better.
 If there is anything in the world that resembles a god, people will try to pray to it.  It's human nature to such an extent that people will pray even if there aren't any gods - so you can imagine what would happen if there were!  But people don't pray to gravity to ignore their airplanes, because it is understood how gravity works, and it is understood that gravity doesn't adapt itself to the needs of individuals.  Instead they understand gravity and try to turn it to their own purposes.
 So one possible way of helping - which may or may not be the best way of helping - would be the gift of a world that works on improved rules, where the rules are stable and understandable enough that people can manipulate them and optimize their own futures together.  A nicer place to live, but free of meddling gods beyond that.  I have yet to think of a form of help that is less poisonous to human beings - but I am only human.
 Added:  Note that modern legal systems score a low Fail on this dimension - no single human mind can even know all the regulations any more, let alone optimize for them.  Maybe a professional lawyer who did nothing else could memorize all the regulations applicable to them personally, but I doubt it.  As Albert Einstein observed, any fool can make things more complicated; what takes intelligence is moving in the opposite direction.
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Beautiful Math
Eliezer Yudkowsky, 10 January 2008 10:43PM
Consider the sequence {1, 4, 9, 16, 25, ...}  You recognize these as the square numbers, the sequence Ak = k2.  Suppose you did not recognize this sequence at a first glance.  Is there any way you could predict the next item in the sequence?  Yes:  You could take the first differences, and end up with:
 {4 - 1, 9 - 4, 16 - 9, 25 - 16, ...} = {3, 5, 7, 9, ...}
 And if you don't recognize these as successive odd numbers, you are still not defeated; if you produce a table of the second differences, you will find:
 {5 - 3, 7 - 5, 9 - 7, ...} = {2, 2, 2, ...}
 If you cannot recognize this as the number 2 repeating, then you're hopeless.
 But if you predict that the next second difference is also 2, then you can see the next first difference must be 11, and the next item in the original sequence must be 36 - which, you soon find out, is correct.
 Dig down far enough, and you discover hidden order, underlying structure, stable relations beneath changing surfaces.
 The original sequence was generated by squaring successive numbers - yet we predicted it using what seems like a wholly different method, one that we could in principle use without ever realizing we were generating the squares.  Can you prove the two methods are always equivalent? - for thus far we have not proven this, but only ventured an induction.  Can you simplify the proof so that you can you see it at a glance? - as Polya was fond of asking.
 This is a very simple example by modern standards, but it is a very simple example of the sort of thing that mathematicians spend their whole lives looking for.
 The joy of mathematics is inventing mathematical objects, and then noticing that the mathematical objects that you just created have all sorts of wonderful properties that you never intentionally built into them.  It is like building a toaster and then realizing that your invention also, for some unexplained reason, acts as a rocket jetpack and MP3 player.
 Numbers, according to our best guess at history, have been invented and reinvented over the course of time.  (Apparently some artifacts from 30,000 BC have marks cut that look suspiciously like tally marks.)  But I doubt that a single one of the human beings who invented counting visualized the employment they would provide to generations of mathematicians.  Or the excitement that would someday surround Fermat's Last Theorem, or the factoring problem in RSA cryptography... and yet these are as implicit in the definition of the natural numbers, as are the first and second difference tables implicit in the sequence of squares.
 This is what creates the impression of a mathematical universe that is "out there" in Platonia, a universe which humans are exploring rather than creating.  Our definitions teleport us to various locations in Platonia, but we don't create the surrounding environment.  It seems this way, at least, because we don't remember creating all the wonderful things we find.  The inventors of the natural numbers teleported to Countingland, but did not create it, and later mathematicians spent centuries exploring Countingland and discovering all sorts of things no one in 30,000 BC could begin to imagine.
 To say that human beings "invented numbers" - or invented the structure implicit in numbers - seems like claiming that Neil Armstrong hand-crafted the Moon.  The universe existed before there were any sentient beings to observe it, which implies that physics preceded physicists.  This is a puzzle, I know; but if you claim the physicists came first, it is even more confusing because instantiating a physicist takes quite a lot of physics.  Physics involves math, so math - or at least that portion of math which is contained in physics - must have preceded mathematicians.  Otherwise, there would have no structured universe running long enough for innumerate organisms to evolve for the billions of years required to produce mathematicians.
 The amazing thing is that math is a game without a designer, and yet it is eminently playable.
 Oh, and to prove that the pattern in the difference tables always holds:
(k + 1)2 = k2 + (2k + 1)

As for seeing it at a glance:
 [image: Squares] 
 Think the square problem is too trivial to be worth your attention?  Think there's nothing amazing about the tables of first and second differences?  Think it's so obviously implicit in the squares as to not count as a separate discovery?  Then consider the cubes:
1, 8, 27, 64...

Now, without calculating it directly, and without doing any algebra, can you see at a glance what the cubes' third differences must be?
 And of course, when you know what the cubes' third difference is, you will realize that it could not possibly have been anything else...
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Universal Fire
Eliezer Yudkowsky, 27 April 2007 09:15PM
In L. Sprague de Camp's fantasy story The Incomplete Enchanter (which set the mold for the many imitations that followed), the hero, Harold Shea, is transported from our own universe into the universe of Norse mythology.  This world is based on magic rather than technology; so naturally, when Our Hero tries to light a fire with a match brought along from Earth, the match fails to strike.
 I realize it was only a fantasy story, but... how do I put this...
 No.
 
 In the late eighteenth century, Antoine-Laurent de Lavoisier discovered fire.  "What?" you say.  "Hasn't the use of fire been dated back for hundreds of thousands of years?"  Well, yes, people used fire; it was hot, bright, sort of orangey-colored, and you could use it to cook things.  But nobody knew how it worked.  Greek and medieval alchemists thought that Fire was a basic thing, one of the Four Elements.  In Lavoisier's time the alchemical paradigm had been gradually amended and greatly complicated, but fire was still held to be basic - in the form of "phlogiston", a rather mysterious substance which was said to explain fire, and also every other phenomenon in alchemy.
 Lavoisier's great innovation was to weigh all the pieces of the chemical puzzle, both before and after the chemical reaction.  It had previously been thought that some chemical transmutations changed the weight of the total material:  If you subjected finely ground antimony to the focused sunlight of a burning glass, the antimony would be reduced to ashes after one hour, and the ashes would weigh one-tenth more than the original antimony - even though the burning had been accompanied by the loss of a thick white smoke.  Lavoisier weighed all the components of such reactions, including the air in which the reaction took place, and discovered that matter was neither created nor destroyed.  If the burnt ashes increased in weight, there was a corresponding decrease in the weight of the air.
 Lavoisier also knew how to separate gases, and discovered that a burning candle diminished the amount of one kind of gas, vital air, and produced another gas, fixed air.  Today we would call them oxygen and carbon dioxide.  When the vital air was exhausted, the fire went out.  One might guess, perhaps, that combustion transformed vital air into fixed air and fuel to ash, and that the ability of this transformation to continue was limited by the amount of vital air available.
 Lavoisier's proposal directly contradicted the then-current phlogiston theory. That alone would have been shocking enough, but it also turned out...
 To appreciate what comes next, you must put yourself into an eighteenth-century frame of mind. Forget the discovery of DNA, which occurred only in 1953. Unlearn the cell theory of biology, which was formulated in 1839. Imagine looking at your hand, flexing your fingers... and having absolutely no idea how it worked. The anatomy of muscle and bone was known, but no one had any notion of "what makes it go" - why a muscle moves and flexes, while clay molded into a similar shape just sits there. Imagine your own body being composed of mysterious, incomprehensible gloop. And then, imagine discovering...
 ...that humans, in the course of breathing, consumed vital air and breathed out fixed air. People also ran on combustion! Lavoisier measured the amount of heat that animals (and Lavoisier's assistant, Seguin) produced when exercising, the amount of vital air consumed, and the fixed air breathed out.  When animals produced more heat, they consumed more vital air and exhaled more fixed air. People, like fire, consumed fuel and oxygen; people, like fire, produced heat and carbon dioxide. Deprive people of oxygen, or fuel, and the light goes out.
 Matches catch fire because of phosphorus - "safety matches" have phosphorus on the ignition strip; strike-anywhere matches have phosphorus in the match heads.  Phosphorus is highly reactive; pure phosphorus glows in the dark and may spontaneously combust.  (Henning Brand, who purified phosphorus in 1669, announced that he had discovered Elemental Fire.)  Phosphorus is thus also well-suited to its role in adenosine triphosphate, ATP, your body's chief method of storing chemical energy.  ATP is sometimes called the "molecular currency".  It invigorates your muscles and charges up your neurons.  Almost every metabolic reaction in biology relies on ATP, and therefore on the chemical properties of phosphorus.
 If a match stops working, so do you.  You can't change just one thing.
 The surface-level rules, "Matches catch fire when struck," and "Humans need air to breathe," are not obviously connected.  It took centuries to discover the connection, and even then, it still seems like some distant fact learned in school, relevant only to a few specialists.  It is all too easy to imagine a world where one surface rule holds, and the other doesn't; to suppress our credence in one belief, but not the other.  But that is imagination, not reality.  If your map breaks into four pieces for easy storage, it doesn't mean the territory is also broken into disconnected parts.  Our minds store different surface-level rules in different compartments, but this does not reflect any division in the laws that govern Nature.
 We can take the lesson further.  Phosphorus derives its behavior from even deeper laws, electrodynamics and chromodynamics.  "Phosphorus" is merely our word for electrons and quarks arranged a certain way.  You cannot change the chemical properties of phosphorus without changing the laws governing electrons and quarks.
 If you stepped into a world where matches failed to strike, you would cease to exist as organized matter.
 Reality is laced together a lot more tightly than humans might like to believe.
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Fake Selfishness
Eliezer Yudkowsky, 08 November 2007 02:31AM
Followup to:  Fake Justification 
 Once upon a time, I met someone who proclaimed himself to be purely selfish, and told me that I should be purely selfish as well.  I was feeling mischievous(*) that day, so I said, "I've observed that with most religious people, at least the ones I meet, it doesn't matter much what their religion says, because whatever they want to do, they can find a religious reason for it.  Their religion says they should stone unbelievers, but they want to be nice to people, so they find a religious justification for that instead.  It looks to me like when people espouse a philosophy of selfishness, it has no effect on their behavior, because whenever they want to be nice to people, they can rationalize it in selfish terms."
 And the one said, "I don't think that's true."
 I said, "If you're genuinely selfish, then why do you want me to be selfish too?  Doesn't that make you concerned for my welfare?  Shouldn't you be trying to persuade me to be more altruistic, so you can exploit me?"
The one replied:  "Well, if you become selfish, then you'll realize that it's in your rational self-interest to play a productive role in the economy, instead of, for example, passing laws that infringe on my private property."
  And I said, "But I'm a small-L libertarian already, so I'm not going to support those laws.  And since I conceive of myself as an altruist, I've taken a job that I expect to benefit a lot of people, including you, instead of a job that pays more.  Would you really benefit more from me if I became selfish?  Besides, is trying to persuade me to be selfish the most selfish thing you could be doing?  Aren't there other things you could do with your time that would bring much more direct benefits?  But what I really want to know is this:  Did you start out by thinking that you wanted to be selfish, and then decide this was the most selfish thing you could possibly do?  Or did you start out by wanting to convert others to selfishness, then look for ways to rationalize that as self-benefiting?"
 And the one said, "You may be right about that last part," so I marked him down as intelligent.
 (*)  Other mischievous questions to ask self-proclaimed Selfishes:   "Would you sacrifice your own life to save the entire human species?"  (If they notice that their own life is strictly included within the human species, you can specify that they can choose between dying immediately to save the Earth, or living in comfort for one more year and then dying along with Earth.)  Or, taking into account that scope insensitivity leads many people to be more concerned over one life than the Earth, "If you had to choose one event or the other, would you rather that you stubbed your toe, or that the stranger standing near the wall there gets horribly tortured for fifty years?"  (If they say that they'd be emotionally disturbed by knowing, specify that they won't know about the torture.)  "Would you steal a thousand dollars from Bill Gates if you could be guaranteed that neither he nor anyone else would ever find out about it?"  (Selfish libertarians only.)
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Nonparametric Ethics
Eliezer Yudkowsky, 20 June 2009 11:31AM
(Inspired by a recent conversation with Robin Hanson.)
 Robin Hanson, in his essay on "Minimal Morality", suggests that the unreliability of our moral reasoning should lead us to seek simple moral principles:
  "In the ordinary practice of fitting a curve to a set of data points, the more noise one expects in the data, the simpler a curve one fits to that data.  Similarly, when fitting moral principles to the data of our moral intuitions, the more noise we expect in those intuitions, the simpler a set of principles we should use to fit those intuitions.  (This paper elaborates.)"
 
 In "the limit of expecting very large errors of our moral intuitions", says Robin, we should follow an extremely simple principle - the simplest principle we can find that seems to compress as much morality as possible.  And that principle, says Robin, is that it is usually good for people to get what they want, if no one else objects.
 Now I myself carry on something of a crusade against trying to compress morality down to One Great Moral Principle.  I have developed at some length the thesis that human values are, in actual fact, complex, but that numerous biases lead us to underestimate and overlook this complexity.  From a Friendly AI perspective, the word "want" in the English sentence above is a magical category.
 But Robin wasn't making an argument in Friendly AI, but in human ethics: he's proposing that, in the presence of probable errors in moral reasoning, we should look for principles that seem simple to us, to carry out at the end of the day.  The more we distrust ourselves, the simpler the principles.
 This argument from fitting noisy data, is a kind of logic that can apply even when you have prior reason to believe the underlying generator is in fact complicated.  You'll still get better predictions from the simpler model, because it's less sensitive to noise.
 Even so, my belief that human values are in fact complicated, leads me to two objections and an alternative proposal:
 The first objection is that we do, in fact, have enough data to support moral models that are more complicated than a small set of short English sentences.  If you have a thousand data points, even noisy data points, it may be a waste of evidence to try to fit them to a straight line, especially if you have prior reason to believe the true generator is not linear.
 And my second fear is that people underestimate the complexity and error-proneness of the reasoning they do to apply their Simple Moral Principles.  If you try to reduce morality to the Four Commandments, then people are going to end up doing elaborate, error-prone rationalizations in the course of shoehorning their real values into the Four Commandments.
 But in the ordinary practice of machine learning, there's a different way to deal with noisy data points besides trying to fit simple models.  You can use nonparametric methods.  The classic example is k-nearest-neighbors:  To predict the value at a new point, use the average of the 10 nearest points previously observed.
 A line has two parameters - slope and intercept; to fit a line, we try to pick values for the slope and intercept that well-match the data.  (Minimizing squared error corresponds to maximizing the likelihood of the data given Gaussian noise, for example.)  Or we could fit a cubic polynomial, and pick four parameters that best-fit the data.
 But the nearest-neighbors estimator doesn't assume a particular shape of underlying curve - not even that the curve is a polynomial.  Technically, it doesn't even assume continuity.  It just says that we think that the true values at nearby positions are likely to be similar.  (If we furthermore believe that the underlying curve is likely to have continuous first and second derivatives, but don't want to assume anything else about the shape of that curve, then we can use cubic splines to fit an arbitrary curve with a smoothly changing first and second derivative.)
 And in terms of machine learning, it works.  It is done rather less often in science papers - for various reasons, some good, some bad; e.g. academics may prefer models with simple extractable parameters that they can hold up as the triumphant fruits of their investigation:  Behold, this is the slope!  But if you're trying to win the Netflix Prize, and you find an algorithm that seems to do well by fitting a line to a thousand data points, then yes, one of the next things you try is substituting some nonparametric estimators of the same data; and yes, this often greatly improves the estimates in practice.  (Added:  And conversely there are plenty of occasions where ridiculously simple-seeming parametric fits to the same data turn out to yield surprisingly good predictions.  And lots of occasions where added complexity for tighter fits buys you very little, or even makes predictions worse.  In machine learning this is usually something you find out by playing around, AFAICT.)
 It seems to me that concepts like equality before the law, or even the notion of writing down stable laws in the first place, reflect a nonparametric approach to the ethics of error-prone moral reasoning.
 We don't suppose that society can be governed by only four laws.  In fact, we don't even need to suppose that the 'ideal' morality (obtained as the limit of perfect knowledge and reflection, etc.) would in fact subject different people and different occasions to the same laws.  We need only suppose that we believe, a priori, that similar moral dilemmas are likely ceteris paribus to have similar resolutions, and that moral reasoning about adjustment to specific people is highly error-prone - that, given unlimited flexibility to 'perfectly fit' the solution to the person, we're likely to favor our friends and relatives too much.  (And not in an explicit, internally and externally visible way, that we could correct just by having a new rule not to favor friends and relatives.)
 So instead of trying to recreate, each time, the judgment that is the perfect fit to the situation and the people, we try to use the ethical equivalent of a cubic spline - have underlying laws that are allowed to be complicated, but have to be written down for stability, and are supposed to treat neighboring points similarly.
 Nonparametric ethics says:  "Let's reason about which moral situations are at least rough neighbors so that an acceptable solution to one should be at least mostly-acceptable to another; and let's reason about where people are likely to be highly biased in their attempt to adjust to specifics; and then, to reduce moral error, let's enforce similar resolutions across neighboring cases."  If you think that good moral codes will treat different people similarly, and/or that people are highly biased in how they adjust their judgments to different people, then you will come up with the ethical solution of equality before the law.
 Now of course you can still have laws that are too complicated, and that try to sneak in too much adaptation to particular situations.  This would correspond to a nonparametric estimator that doesn't smooth enough, like using 1-nearest-neighbor instead of 10-nearest-neighbors, or like a cubic spline that tried to exactly fit every point without trying to minimize the absolute value of third derivatives.
 And of course our society may not succeed at similarly treating different people in similar situations - people who can afford lawyers experience a different legal system.
 But if nothing else, coming to grips with the concept of nonparametric ethics helps us see the way in which our society is failing to deal with the error-proneness of its own moral reasoning.
 You can interpret a fair amount of my coming-of-age as my switch from parametric ethics to nonparametric ethics - from the pre-2000 search for simple underlying morals and my attempts to therefore reject values that seemed complicated; to my later acceptance that my values were actually going to be complicated, and that both I and my AI designs needed to come to terms with that.  Friendly AI can be viewed as the problem of coming up with - not the Three Simple Laws of Robotics that are all a robot needs - but rather a regular and stable method for learning, predicting, and renormalizing human values that are and should be complicated.

Original with comments: Nonparametric Ethics
Conversation Halters
Eliezer Yudkowsky, 20 February 2010 03:00PM
Related to:  Logical Rudeness, Semantic Stopsigns
 While working on my book, I found in passing that I'd developed a list of what I started out calling "stonewalls", but have since decided to refer to as "conversation halters".  These tactics of argument are distinguished by their being attempts to cut off the flow of debate - which is rarely the wisest way to think, and should certainly rate an alarm bell.
 Here's my assembled list, on which I shall expand shortly:
 	Appeal to permanent unknowability;
 	Appeal to humility;
 	Appeal to egalitarianism;
 	Appeal to common guilt;
 	Appeal to inner privacy;
 	Appeal to personal freedom;
 	Appeal to arbitrariness;
 	Appeal to inescapable assumptions.
 	Appeal to unquestionable authority;
 	Appeal to absolute certainty.
 
Now all of these might seem like dodgy moves, some dodgier than others.  But they become dodgier still when you take a step back, feel the flow of debate, observe the cognitive traffic signals, and view these as attempts to cut off the flow of further debate.
 Hopefully, most of these are obvious, but to define terms:
 Appeal to permanent unknowability - something along the lines of "Why did God allow smallpox?  Well, no one can know the mind of God."  Or, "There's no way to distinguish among interpretations of quantum mechanics, so we'll never know."  Arguments like these can be refuted easily enough by anyone who knows the rules for reasoning under uncertainty and how they imply a correct probability estimate given a state of knowledge... but of course you'll probably have to explain the rules to the other, and the reason they appealed to unknowability is probably to cut off further discussion.
 Appeal to humility - much the same as above, but said with a different emphasis:  "How can we know?", where of course the speaker doesn't much want to know, and so the real meaning is "How can you know?"  Of course one may gather entangled evidence in most such cases, and Occam's Razor or extrapolation from already-known facts takes care of the other cases.  But you're not likely to get a chance to explain it, because by continuing to speak, you are committing the sin of pride.
 Appeal to egalitarianism - something along the lines of "No one's opinion is better than anyone else's."  Now if you keep talking you're committing an offense against tribal equality.
 Appeal to common guilt - "everyone is irrational now and then", so if you keep talking, you're claiming to be better than them.  An implicit subspecies of appeal to egalitarianism.
 Appeal to inner privacy - "you can't possibly know how I feel!"  It's true that modern technology still encounters some slight difficulties in reading thoughts out of the brain, though work is underway as we speak.  But it is rare that the exact details of how you feel are the key subject matter being disputed.  Here the bony borders of the skull are being redeployed as a hard barrier to keep out further arguments.
 Appeal to personal freedom - "I can define a word any way I want!"  Now if you keep talking you're infringing on their civil rights.
 Appeal to arbitrariness - again, the notion that word definitions are arbitrary serves as a good example (in fact I was harvesting some of these appeals from that sequence).  It's not just that this is wrong, but that it serves to cut off further discourse.  Generally, anything that people are motivated to argue about is not arbitrary.  It is being controlled by invisible criteria of evaluation, it has connotations with consequences, and if that isn't true either, the topic of discourse is probably not "arbitrary" but just "meaningless".  No map that corresponds to an external territory can be arbitrary.
 Appeal to inescapable assumptions - closely related, the idea that you need some assumptions and therefore everyone is free to choose whatever assumptions they want.  This again is almost never true.  In the realm of physical reality, reality is one way or another and you don't get to make it that way by choosing an opinion, and so some "assumptions" are right and others wrong.  In the realm of math, once you choose enough axioms to specify the subject matter, the remaining theorems are matters of logical implication.  What I want you to notice is not just that "appeal to inescapable assumptions" is a bad idea, but that it is supposed to halt further conversation.
 Appeal to unquestionable authority - for example, defending a definition by appealing to the dictionary, which is supposed to be a final settlement of the argument.  Of course it is very rare that whatever is really at stake is something that ought to turn out differently if a Merriam-Webster editor writes a different definition.  Only in matters of the solidest, most replicable science, do we have information so authoritative that there is no longer much point in considering other sources of evidence.  And even then we shouldn't expect to see strong winds of evidence blowing in an opposing direction - under the Bayesian definition of evidence, strong evidence is just that sort of evidence which you only ever expect to find on at most one side of a factual question.  More usually, this argument runs something along the lines of "How dare you argue with the dictionary?" or "How dare you argue with Professor Picklepumper of Harvard University?"
 Appeal to absolute certainty - if you did have some source of absolute certainty, it would do no harm to cut off debate at that point.  Needless to say, this usually doesn't happen.
 And again:  These appeals are all flawed in their separate ways, but what I want you to notice is the thing they have in common, the stonewall-effect, the conversation-halting cognitive traffic signal.
 The only time it would actually be appropriate to use such a traffic signal is when you have information so strong, or coverage so complete, that there really is no point in further debate.  This condition is rarely if ever met.  A truly definite series of replicated experiments might settle an issue pending really surprising new experimental results, a la Newton's laws of gravity versus Einstein's GR.  Or a gross prior improbability, combined with failure of the advocates to provide confirming evidence in the face of repeated opportunities to do so.  Or you might simply run out of time.
 But then you should state the stoppage condition outright and plainly, not package it up in one of these appeals.  By and large, these traffic signals are simply bad traffic signals.

Referenced by: "Outside View!" as Conversation-Halter
Original with comments: Conversation Halters
Awww, a Zebra
Eliezer Yudkowsky, 01 October 2008 01:28AM
This image recently showed up on Flickr (original is nicer):
 [image: Zebra_4] 
 With the caption:
"Alas for those who turn their eyes from zebras and dream of dragons!  If we cannot learn to take joy in the merely real, our lives shall be empty indeed." -- Eliezer S. Yudkowsky.

"Awww!", I said, and called over my girlfriend over to look.
 "Awww!", she said, and then looked at me, and said,  "I think you need to take your own advice!"
 Me:  "But I'm looking at the zebra!"
Her:  "On a computer!"
Me:  (Turns away, hides face.)
Her:  "Have you ever even seen a zebra in real life?"
Me:  "Yes!  Yes, I have!  My parents took me to Lincoln Park Zoo!  ...man, I hated that place."

	Sequence: Joy in the Merely Real
	Initiation Ceremony	

Original with comments: Awww, a Zebra
Savanna Poets
Eliezer Yudkowsky, 18 March 2008 06:42PM
Followup to:  Explaining vs. Explaining Away
    "Poets say science takes away from the beauty of the stars - mere globs of gas atoms.  Nothing is "mere".  I too can see the stars on a desert night, and feel them.  But do I see less or more?
    "The vastness of the heavens stretches my imagination - stuck on this carousel my little eye can catch one-million-year-old light.  A vast pattern - of which I am a part - perhaps my stuff was belched from some forgotten star, as one is belching there.  Or see them with the greater eye of Palomar, rushing all apart from some common starting point when they were perhaps all together.  What is the pattern, or the meaning, or the why?  It does not do harm to the mystery to know a little about it.
    "For far more marvelous is the truth than any artists of the past imagined!  Why do the poets of the present not speak of it?
    "What men are poets who can speak of Jupiter if he were like a man, but if he is an immense spinning sphere of methane and ammonia must be silent?"
            -- Richard Feynman, The Feynman Lectures on Physics, Vol I, p. 3-6 (line breaks added)

That's a real question, there on the last line - what kind of poet can write about Jupiter the god, but not Jupiter the immense sphere?  Whether or not Feynman meant the question rhetorically, it has a real answer:
 If Jupiter is like us, he can fall in love, and lose love, and regain love.
If Jupiter is like us, he can strive, and rise, and be cast down.
If Jupiter is like us, he can laugh or weep or dance.
 If Jupiter is an immense spinning sphere of methane and ammonia, it is more difficult for the poet to make us feel.
There are poets and storytellers who say that the Great Stories are timeless, and they never change, they only ever retold.  They say, with pride, that Shakespeare and Sophocles are bound by ties of craft stronger than mere centuries; that the two playwrights could have swapped times without a jolt.
 Donald Brown once compiled a list of over two hundred "human universals", found in all (or a vast supermajority of) studied human cultures, from San Francisco to the !Kung of the Kalahari Desert.  Marriage is on the list, and incest avoidance, and motherly love, and sibling rivalry, and music and envy and dance and storytelling and aesthetics, and ritual magic to heal the sick, and poetry in spoken lines separated by pauses -
 No one who knows anything about evolutionary psychology could be expected to deny it:  The strongest emotions we have are deeply engraved, blood and bone, brain and DNA.
 It might take a bit of tweaking, but you probably could tell "Hamlet" sitting around a campfire on the ancestral savanna.
 So one can see why John "Unweave a rainbow" Keats might feel something had been lost, on being told that the rainbow was sunlight scattered from raindrops.  Raindrops don't dance.
 In the Old Testament, it is written that God once destroyed the world with a flood that covered all the land, drowning all the horribly guilty men and women of the world along with their horribly guilty babies, but Noah built a gigantic wooden ark, etc., and after most of the human species was wiped out, God put rainbows in the sky as a sign that he wouldn't do it again.  At least not with water.
 You can see how Keats would be shocked that this beautiful story was contradicted by modern science.  Especially if (as I described yesterday) Keats had no real understanding of rainbows, no "Aha!" insight that could be fascinating in its own right, to replace the drama subtracted -
 Ah, but maybe Keats would be right to be disappointed even if he knew the math.  The Biblical story of the rainbow is a tale of bloodthirsty murder and smiling insanity.  How could anything about raindrops and refraction properly replace that?  Raindrops don't scream when they die.
 So science takes the romance away (says the Romantic poet), and what you are given back, never matches the drama of the original -
 (that is, the original delusion)
 - even if you do know the equations, because the equations are not about strong emotions.
 That is the strongest rejoinder I can think of, that any Romantic poet could have said to Feynman - though I can't remember ever hearing it said.
 You can guess that I don't agree with the Romantic poets.  So my own stance is this:
 It is not necessary for Jupiter to be like a human, because humans are like humans.  If Jupiter is an immense spinning sphere of methane and ammonia, that doesn't mean that love and hate are emptied from the universe.  There are still loving and hating minds in the universe.  Us.
 With more than six billion of us at the last count, does Jupiter really need to be on the list of potential protagonists?
 It is not necessary to tell the Great Stories about planets or rainbows.  They play out all over our world, every day.  Every day, someone kills for revenge; every day, someone kills a friend by mistake; every day, upward of a hundred thousand people fall in love.  And even if this were not so, you could write fiction about humans - not about Jupiter.
 Earth is old, and has played out the same stories many times beneath the Sun.  I do wonder if it might not be time for some of the Great Stories to change.  For me, at least, the story called "Goodbye" has lost its charm.
 The Great Stories are not timeless, because the human species is not timeless.  Go far enough back in hominid evolution, and no one will understand Hamlet.  Go far enough back in time, and you won't find any brains.
 The Great Stories are not eternal, because the human species, Homo sapiens sapiens, is not eternal.  I most sincerely doubt that we have another thousand years to go in our current form.  I do not say this in sadness: I think we can do better.
 I would not like to see all the Great Stories lost completely, in our future.  I see very little difference between that outcome, and the Sun falling into a black hole.
 But the Great Stories in their current forms have already been told, over and over.  I do not think it ill if some of them should change their forms, or diversify their endings.
 "And they lived happily ever after" seems worth trying at least once.
 The Great Stories can and should diversify, as humankind grows up.  Part of that ethic is the idea that when we find strangeness, we should respect it enough to tell its story truly.  Even if it makes writing poetry a little more difficult.
 If you are a good enough poet to write an ode to an immense spinning sphere of methane and ammonia, you are writing something original, about a newly discovered part of the real universe.  It may not be as dramatic, or as gripping, as Hamlet.  But the tale of Hamlet has already been told!  If you write of Jupiter as though it were a human, then you are making our map of the universe just a little more impoverished of complexity; you are forcing Jupiter into the mold of all the stories that have already been told of Earth.
 James Thomson's "A Poem Sacred to the Memory of Sir Isaac Newton", which praises the rainbow for what it really is - you can argue whether or not Thomson's poem is as gripping as John Keats's Lamia who was loved and lost.  But tales of love and loss and cynicism had already been told, far away in ancient Greece, and no doubt many times before.  Until we understood the rainbow as a thing different from tales of human-shaped magic, the true story of the rainbow could not be poeticized.
 The border between science fiction and space opera was once drawn as follows:  If you can take the plot of a story and put it back in the Old West, or the Middle Ages, without changing it, then it is not real science fiction.  In real science fiction, the science is intrinsically part of the plot - you can't move the story from space to the savanna, not without losing something.
 Richard Feynman asked:  "What men are poets who can speak of Jupiter if he were like a man, but if he is an immense spinning sphere of methane and ammonia must be silent?"
 They are savanna poets, who can only tell stories that would have made sense around a campfire ten thousand years ago.  Savanna poets, who can tell only the Great Stories in their classic forms, and nothing more.

	Sequence: Reductionism
	Fake Reductionism	Hand vs. Fingers

Original with comments: Savanna Poets
Unbounded Scales, Huge Jury Awards, & Futurism
Eliezer Yudkowsky, 29 November 2007 07:45AM
Followup to:  Evaluability
 "Psychophysics", despite the name, is the respectable field that links physical effects to sensory effects.  If you dump acoustic energy into air - make noise - then how loud does that sound to a person, as a function of acoustic energy?  How much more acoustic energy do you have to pump into the air, before the noise sounds twice as loud to a human listener?  It's not twice as much; more like eight times as much.
 Acoustic energy and photons are straightforward to measure.  When you want to find out how loud an acoustic stimulus sounds, how bright a light source appears, you usually ask the listener or watcher.  This can be done using a bounded scale  from "very quiet" to "very loud", or "very dim" to "very bright".  You can also use an unbounded scale, whose zero is "not audible at all" or "not visible at all", but which increases from there without limit.  When you use an unbounded scale, the observer is typically presented with a constant stimulus, the modulus, which is given a fixed rating.  For example, a sound that is assigned a loudness of 10.  Then the observer can indicate a sound twice as loud as the modulus by writing 20.
 And this has proven to be a fairly reliable technique.  But what happens if you give subjects an unbounded scale, but no modulus?  0 to infinity, with no reference point for a fixed value?  Then they make up their own modulus, of course.  The ratios between stimuli will continue to correlate reliably between subjects.  Subject A says that sound X has a loudness of 10 and sound Y has a loudness of 15.  If subject B says that sound X has a loudness of 100, then it's a good guess that subject B will assign loudness in the range of 150 to sound Y.  But if you don't know what subject C is using as their modulus - their scaling factor - then there's no way to guess what subject C will say for sound X.  It could be 1.  It could be 1000.
 For a subject rating a single sound, on an unbounded scale, without a fixed standard of comparison, nearly all the variance is due to the arbitrary choice of modulus, rather than the sound itself.
 "Hm," you think to yourself, "this sounds an awful lot like juries deliberating on punitive damages.  No wonder there's so much variance!"  An interesting analogy, but how would you go about demonstrating it experimentally?
Kahneman et. al., 1998 and 1999, presented 867 jury-eligible subjects with descriptions of legal cases (e.g., a child whose clothes caught on fire) and asked them to either
 	Rate the outrageousness of the defendant's actions, on a bounded scale
 	Rate the degree to which the defendant should be punished, on a bounded scale, or
 	Assign a dollar value to punitive damages

And, lo and behold, while subjects correlated very well with each other in their outrage ratings and their punishment ratings, their punitive damages were all over the map.  Yet subjects' rank-ordering of the punitive damages - their ordering from lowest award to highest award - correlated well across subjects.
 If you asked how much of the variance in the "punishment" scale could be explained by the specific scenario - the particular legal case, as presented to multiple subjects - then the answer, even for the raw scores, was .49.  For the rank orders of the dollar responses, the amount of variance predicted was .51.  For the raw dollar amounts, the variance explained was .06!
 Which is to say:  if you knew the scenario presented - the aforementioned child whose clothes caught on fire - you could take a good guess at the punishment rating, and a good guess at the rank-ordering of the dollar award relative to other cases, but the dollar award itself would be completely unpredictable.
 Taking the median of twelve randomly selected responses didn't help much either.
 So a jury award for punitive damages isn't so much an economic valuation as an attitude expression - a psychophysical measure of outrage, expressed on an unbounded scale with no standard modulus.
 I observe that many futuristic predictions are, likewise, best considered as attitude expressions.  Take the question, "How long will it be until we have human-level AI?"  The responses I've seen to this are all over the map.  On one memorable occasion, a mainstream AI guy said to me, "Five hundred years."  (!!)
 Now the reason why time-to-AI is just not very predictable, is a long discussion in its own right.  But it's not as if the guy who said "Five hundred years" was looking into the future to find out.  And he can't have gotten the number using the standard bogus method with Moore's Law.  So what did the number 500 mean?
 As far as I can guess, it's as if I'd asked, "On a scale where zero is 'not difficult at all', how difficult does the AI problem feel to you?"  If this were a bounded scale, every sane respondent would mark "extremely hard" at the right-hand end.  Everything feels extremely hard when you don't know how to do it.  But instead there's an unbounded scale with no standard modulus.  So people just make up a number to represent "extremely difficult", which may come out as 50, 100, or even 500.  Then they tack "years" on the end, and that's their futuristic prediction.
 "How hard does the AI problem feel?" isn't the only substitutable question.  Others respond as if I'd asked "How positive do you feel about AI?", only lower numbers mean more positive feelings, and then they also tack "years" on the end.  But if these "time estimates" represent anything other than attitude expressions on an unbounded scale with no modulus, I have been unable to determine it.

Kahneman, D., Schkade, D. A., and Sunstein, C. 1998. Shared Outrage and Erratic Awards: The Psychology of Punitive Damages. Journal of Risk and Uncertainty 16, 49-86.
 Kahneman, D., Ritov, I. and Schkade, D. A. 1999. Economic Preferences or Attitude Expressions? An Analysis of Dollar Responses to Public Issues. Journal of Risk and Uncertainty, 19: 203-235.
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3 Levels of Rationality Verification
Eliezer Yudkowsky, 15 March 2009 05:19PM
Previously in series:  Schools Proliferating Without Evidence
Followup to:  A Sense That More Is Possible
 I strongly suspect that there is a possible art of rationality (attaining the map that reflects the territory, choosing so as to direct reality into regions high in your preference ordering) which goes beyond the skills that are standard, and beyond what any single practitioner singly knows.  I have a sense that more is possible.
 The degree to which a group of people can do anything useful about this, will depend overwhelmingly on what methods we can devise to verify our many amazing good ideas.
 I suggest stratifying verification methods into 3 levels of usefulness:
 	Reputational
 	Experimental
 	Organizational
 
If your martial arts master occasionally fights realistic duels (ideally, real duels) against the masters of other schools, and wins or at least doesn't lose too often, then you know that the master's reputation is grounded in reality; you know that your master is not a complete poseur.  The same would go if your school regularly competed against other schools.  You'd be keepin' it real.
 Some martial arts fail to compete realistically enough, and their students go down in seconds against real streetfighters.  Other martial arts schools fail to compete at all - except based on charisma and good stories - and their masters decide they have chi powers.  In this latter class we can also place the splintered schools of psychoanalysis.
 So even just the basic step of trying to ground reputations in some realistic trial other than charisma and good stories, has tremendous positive effects on a whole field of endeavor.
 But that doesn't yet get you a science.  A science requires that you be able to test 100 applications of method A against 100 applications of method B and run statistics on the results.  Experiments have to be replicable and replicated.  This requires standard measurements that can be run on students who've been taught using randomly-assigned alternative methods, not just realistic duels fought between masters using all of their accumulated techniques and strength.
 The field of happiness studies was created, more or less, by realizing that asking people "On a scale of 1 to 10, how good do you feel right now?" was a measure that statistically validated well against other ideas for measuring happiness.  And this, despite all skepticism, looks like it's actually a pretty useful measure of some things, if you ask 100 people and average the results.
 But suppose you wanted to put happier people in positions of power - pay happy people to train other people to be happier, or employ the happiest at a hedge fund?  Then you're going to need some test that's harder to game than just asking someone "How happy are you?"
 This question of verification methods good enough to build organizations, is a huge problem at all levels of modern human society.  If you're going to use the SAT to control admissions to elite colleges, then can the SAT be defeated by studying just for the SAT in a way that ends up not correlating to other scholastic potential?  If you give colleges the power to grant degrees, then do they have an incentive not to fail people?  (I consider it drop-dead obvious that the task of verifying acquired skills and hence the power to grant degrees should be separated from the institutions that do the teaching, but let's not go into that.)  If a hedge fund posts 20% returns, are they really that much better than the indices, or are they selling puts that will blow up in a down market?
 If you have a verification method that can be gamed, the whole field adapts to game it, and loses its purpose.  Colleges turn into tests of whether you can endure the classes.  High schools do nothing but teach to statewide tests.  Hedge funds sell puts to boost their returns.
 On the other hand - we still manage to teach engineers, even though our organizational verification methods aren't perfect.  So what perfect or imperfect methods could you use for verifying rationality skills, that would be at least a little resistant to gaming?
 (Added:  Measurements with high noise can still be used experimentally, if you randomly assign enough subjects to have an expectation of washing out the variance.  But for the organizational purpose of verifying particular individuals, you need low-noise measurements.)
 So I now put to you the question - how do you verify rationality skills?  At any of the three levels?  Brainstorm, I beg you; even a difficult and expensive measurement can become a gold standard to verify other metrics.  Feel free to email me at sentience@pobox.com to suggest any measurements that are better off not being publicly known (though this is of course a major disadvantage of that method).  Stupid ideas can suggest good ideas, so if you can't come up with a good idea, come up with a stupid one.
 Reputational, experimental, organizational:
 	Something the masters and schools can do to keep it real (realistically real);
 	Something you can do to measure each of a hundred students;
 	Something you could use as a test even if people have an incentive to game it.
 
Finding good solutions at each level determines what a whole field of study can be useful for - how much it can hope to accomplish.  This is one of the Big Important Foundational Questions, so -
 Think!
 (PS:  And ponder on your own before you look at the other comments; we need breadth of coverage here.)
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How Much Evidence Does It Take?
Eliezer Yudkowsky, 24 September 2007 04:06AM
Followup to:  What is Evidence?
 Previously, I defined evidence as "an event entangled, by links of cause and effect, with whatever you want to know about", and entangled as "happening differently for different possible states of the target".  So how much entanglement - how much evidence - is required to support a belief?
 Let's start with a question simple enough to be mathematical: how hard would you have to entangle yourself with the lottery in order to win?  Suppose there are seventy balls, drawn without replacement, and six numbers to match for the win.  Then there are 131,115,985 possible winning combinations, hence a randomly selected ticket would have a 1/131,115,985 probability of winning (0.0000007%).  To win the lottery, you would need evidence selective enough to visibly favor one combination over 131,115,984 alternatives.
Suppose there are some tests you can perform which discriminate, probabilistically, between winning and losing lottery numbers.  For example, you can punch a combination into a little black box that always beeps if the combination is the winner, and has only a 1/4 (25%) chance of beeping if the combination is wrong.  In Bayesian terms, we would say the likelihood ratio is 4 to 1.  This means that the box is 4 times as likely to beep when we punch in a correct combination, compared to how likely it is to beep for an incorrect combination.
 There are still a whole lot of possible combinations.  If you punch in 20 incorrect combinations, the box will beep on 5 of them by sheer chance (on average).  If you punch in all 131,115,985 possible combinations, then while the box is certain to beep for the one winning combination, it will also beep for 32,778,996 losing combinations (on average).
 So this box doesn't let you win the lottery, but it's better than nothing.  If you used the box, your odds of winning would go from 1 in 131,115,985 to 1 in 32,778,997.  You've made some progress toward finding your target, the truth, within the huge space of possibilities.
 Suppose you can use another black box to test combinations twice, independently.  Both boxes are certain to beep for the winning ticket.  But the chance of a box beeping for a losing combination is 1/4 independently for each box; hence the chance of both boxes beeping for a losing combination is 1/16.  We can say that the cumulative evidence, of two independent tests, has a likelihood ratio of 16:1.  The number of losing lottery tickets that pass both tests will be (on average) 8,194,749.
 Since there are 131,115,985 possible lottery tickets, you might guess that you need evidence whose strength is around 131,115,985 to 1 - an event, or series of events, which is 131,115,985 times more likely to happen for a winning combination than a losing combination.  Actually, this amount of evidence would only be enough to give you an even chance of winning the lottery.  Why?  Because if you apply a filter of that power to 131 million losing tickets, there will be, on average, one losing ticket that passes the filter.  The winning ticket will also pass the filter.  So you'll be left with two tickets that passed the filter, only one of them a winner.  50% odds of winning, if you can only buy one ticket.
 A better way of viewing the problem:  In the beginning, there is 1 winning ticket and 131,115,984 losing tickets, so your odds of winning are 1:131,115,984.  If you use a single box, the odds of it beeping are 1 for a winning ticket and 0.25 for a losing ticket.  So we multiply 1:131,115,984 by 1:0.25 and get 1:32,778,996.  Adding another box of evidence multiplies the odds by 1:0.25 again, so now the odds are 1 winning ticket to 8,194,749 losing tickets.
 It is convenient to measure evidence in bits - not like bits on a hard drive, but mathematician's bits, which are conceptually different.  Mathematician's bits are the logarithms, base 1/2, of probabilities.  For example, if there are four possible outcomes A, B, C, and D, whose probabilities are 50%, 25%, 12.5%, and 12.5%, and I tell you the outcome was "D", then I have transmitted three bits of information to you, because I informed you of an outcome whose probability was 1/8.
 It so happens that 131,115,984 is slightly less than 2 to the 27th power.  So 14 boxes or 28 bits of evidence - an event 268,435,456:1 times more likely to happen if the ticket-hypothesis is true than if it is false - would shift the odds from 1:131,115,984 to 268,435,456:131,115,984, which reduces to 2:1.  Odds of 2 to 1 mean two chances to win for each chance to lose, so the probability of winning with 28 bits of evidence is 2/3.  Adding another box, another 2 bits of evidence, would take the odds to 8:1.  Adding yet another two boxes would take the chance of winning to 128:1.
 So if you want to license a strong belief that you will win the lottery - arbitrarily defined as less than a 1% probability of being wrong - 34 bits of evidence about the winning combination should do the trick.
 In general, the rules for weighing "how much evidence it takes" follow a similar pattern:  The larger the space of possibilities in which the hypothesis lies, or the more unlikely the hypothesis seems a priori compared to its neighbors, or the more confident you wish to be, the more evidence you need.
 You cannot defy the rules; you cannot form accurate beliefs based on inadequate evidence.  Let's say you've got 10 boxes lined up in a row, and you start punching combinations into the boxes.  You cannot stop on the first combination that gets beeps from all 10 boxes, saying, "But the odds of that happening for a losing combination are a million to one!  I'll just ignore those ivory-tower Bayesian rules and stop here."  On average, 131 losing tickets will pass such a test for every winner.  Considering the space of possibilities and the prior improbability, you jumped to a too-strong conclusion based on insufficient evidence.  That's not a pointless bureaucratic regulation, it's math.
 Of course, you can still believe based on inadequate evidence, if that is your whim; but you will not be able to believe accurately.  It is like trying to drive your car without any fuel, because you don't believe in the silly-dilly fuddy-duddy concept that it ought to take fuel to go places.  It would be so much more fun, and so much less expensive, if we just decided to repeal the law that cars need fuel.  Isn't it just obviously better for everyone?  Well, you can try, if that is your whim.  You can even shut your eyes and pretend the car is moving.  But to really arrive at accurate beliefs requires evidence-fuel, and the further you want to go, the more fuel you need. 
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Inner Goodness
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Followup to:  Which Parts Are "Me"?, Effortless Technique
 A recent conversation with Michael Vassar touched on - or to be more accurate, he patiently explained to me - the psychology of at least three (3) different types of people known to him, who are evil and think of themselves as "evil".  In ascending order of frequency:
 The first type was someone who, having concluded that God does not exist, concludes that one should do all the things that God is said to dislike.  (Apparently such folk actually exist.)
 The third type was someone who thinks of "morality" only as a burden - all the things your parents say you can't do - and who rebels by deliberately doing those things.
 The second type was a whole 'nother story, so I'm skipping it for now.
 This reminded me of a topic I needed to post on:
 Beware of placing goodness outside.
 This specializes to e.g. my belief that ethicists should be inside rather than outside a profession: that it is futile to have "bioethicists" not working in biotech, or futile to think you can study Friendly AI without needing to think technically about AI.
 But the deeper sense of "not placing goodness outside" was something I first learned at age ~15 from the celebrity logician Raymond Smullyan, in his book The Tao Is Silent, my first introduction to (heavily Westernized) Eastern thought.
 Michael Vassar doesn't like this book.  Maybe because most of the statements in it are patently false?
 But The Tao Is Silent still has a warm place reserved in my heart, for it was here that I first encountered such ideas as:
Do you think of altruism as sacrificing one's own happiness for the sake of others, or as gaining one's happiness through the happiness of others?

(I would respond, by the way, that an "altruist" is someone who chooses between actions according to the criterion of others' welfare.)
 A key chapter in The Tao Is Silent can be found online:  "Taoism versus Morality".  This chapter is medium-long (say, 3-4 Eliezer OB posts) but it should convey what I mean, when I say that this book manages to be quite charming, even though most of the statements in it are false.
 Here is one key passage:
TAOIST:  I think the word "humane" is central to our entire problem.  You are pushing morality.  I am encouraging humanity.  You are emphasizing "right and wrong," I am emphasizing the value of natural love.  I do not assert that it is logically impossible for a person to be both moralistic and humane, but I have yet to meet one who is!  I don't believe in fact that there are any.  My whole life experience has clearly shown me that the two are inversely related to an extraordinary degree.  I have never yet met a moralist who is a really kind person.  I have never met a truly kind and humane person who is a moralist.  And no wonder!  Morality and humaneness are completely antithetical in spirit.
   MORALIST:  I'm not sure that I really understand your use of the word "humane," and above all, I am totally puzzled as to why you should regard it as antithetical to morality.


 TAOIST:  A humane person is one who is simply kind, sympathetic, and loving. He does not believe that he SHOULD be so, or that it is his "duty" to be so; he just simply is.  He treats his neighbor well not because it is the "right thing to do," but because he feels like it.  He feels like it out of sympathy or empathy--out of simple human feeling.  So if a person is humane, what does he need morality for?  Why should a person be told that he should do something which he wants to do anyway?


 MORALIST:  Oh, I see what you're talking about; you're talking about saints! Of course, in a world full of saints, moralists would no longer be needed--any more than doctors would be needed in a world full of healthy people.  But the unfortunate reality is that the world is not full of saints. Of everybody were what you call "humane," things would be fine.  But most people are fundamentally not so nice.  They don't love their neighbor; at the first opporunity they will explot their neighbor for their own selfish ends.  That's why we moralists are necessary to keep them in check.


 TAOIST:  To keep them in check!  How perfectly said!  And do you succeed in keeping them in check?


 MORALIST:  I don't say that we always succeed, but we try our best.  After all, you can't blame a doctor for failing to keep a plague in check if he conscientiously does everything he can.  We moralists are not gods, and we cannot guarantee our efforts will succeed.  All we can do is tell people they SHOULD be more humane, we can't force them to.  After all, people have free wills.


 TAOIST:  And it has never once occurred to you that what in fact you are doing is making people less humane rather than more humane?


 MORALIST:  Of course not, what a horrible thing to say!  Don't we explicitly tell people that they should be MORE humane?


 TAOIST:  Exactly!  And that is precisely the trouble.  What makes you think that telling one that one should be humane or that it is one's "duty" to be humane is likely to influence one to be more humane?  It seems to me, it would tend to have the opposite effect.  What you are trying to do is to command love.  And love, like a precious flower, will only wither at any attempt to force it.  My whole criticism of you is to the effect that you are trying to force that which can thrive only if it is not forced.  That's what I mean when I say that you moralists are creating the very problems about which you complain.


 MORALIST:  No, no, you don't understand!  I am not commanding people to love each other.  I know as well as you do that love cannot be commanded.  I realize it would be a beautiful world if everyone loved one another so much that morality would not be necessary at all, but the hard facts of life are that we don't live in such a world.  Therefore morality is necessary.  But I am not commanding one to love one's neighbor--I know that is impossible.  What I command is:  even though you don't love your neighbor all that much, it is your duty to treat him right anyhow.  I am a realist.


 TAOIST:  And I say you are not a realist.  I say that right treatment or fairness or truthfulness or duty or obligation can no more be successfully commanded than love.




Or as Lao-Tse said:  "Give up all this advertising of goodness and duty, and people will regain love of their fellows."
 As an empirical proposition, the idea that human nature begins as pure sweetness and light and is then tainted by the environment, is flat wrong.  I don't believe that a world in which morality was never spoken of, would overflow with kindness.
 But it is often much easier to point out where someone else is wrong, than to be right yourself.  Smullyan's criticism of Western morality - especially Christian morality, which he focuses on - does hit the mark, I think. 

 It is very common to find a view of morality as something external, a burden of duty, a threat of punishment, an inconvenient thing that constrains you against your own desires; something from outside.
 Though I don't recall the bibliography off the top of my head, there's been more than one study demonstrating that children who are told to, say, avoid playing with a car, and offered a cookie if they refrain, will go ahead and play with the car when they think no one is watching, or if no cookie is offered.  If no reward or punishment is offered, and the child is simply told not to play with the car, the child will refrain even if no adult is around.  So much for the positive influence of "God is watching you" on morals.  I don't know if any direct studies have been done on the question; but extrapolating from existing knowledge, you would expect childhood religious belief to interfere with the process of internalizing morality.  (If there were actually a God, you wouldn't want to tell the kids about it until they'd grown up, considering how human nature seems to work in the laboratory.)
 Human nature is not inherent sweetness and light.  But if evil is not something that comes from outside, then neither is morality external.  It's not as if we got it from God.
 I won't say that you ought to adopt a view of goodness that's more internal.  I won't tell you that you have a duty to do it.  But if you see morality as something that's outside yourself, then I think you've gone down a garden path; and I hope that, in coming to see this, you will retrace your footsteps.
 Take a good look in the mirror, and ask yourself:  Would I rather that people be happy, than sad?
 If the answer is "Yes", you really have no call to blame anyone else for your altruism; you're just a good person, that's all.
 But what if the answer is:  "Not really - I don't care much about other people."
 Then I ask:  Does answering this way, make you sad?  Do you wish that you could answer differently?
 If so, then this sadness again originates in you, and it would be futile to attribute it to anything not-you.
 But suppose the one even says:  "Actually, I actively dislike most people I meet and want to hit them with a sockfull of spare change.  Only my knowledge that it would be wrong keeps me from acting on my desire."
 Then I would say to look in the mirror and ask yourself who it is that prefers to do the right thing, rather than the wrong thing.  And again if the answer is "Me", then it is pointless to externalize your righteousness.
 Albeit if the one says: "I hate everyone else in the world and want to hurt them before they die, and also I have no interest in right or wrong; I am restrained from being a serial killer only out of a cold, calculated fear of punishment" - then, I admit, I have very little to say to them. 
 Occasionally I meet people who are not serial killers, but who have decided for some reason that they ought to be only selfish, and therefore, should reject their own preference that other people be happy rather than sad.  I wish I knew what sort of cognitive history leads into this state of mind.  Ayn Rand?  Aleister Crowley?  How exactly do you get there?  What Rubicons do you cross?  It's not the justifications I'm interested in, but the critical moments of thought.
 Even the most elementary ideas of Friendly AI cannot be grasped by someone who externalizes morality.  They will think of Friendliness as chains imposed to constrain the AI's own "true" desires; rather than as a shaping (selection from out of a huge space of possibilities) of the AI so that the AI chooses according to certain criteria, "its own desire" as it were.  They will object to the idea of founding the AI on human morals in any way, saying, "But humans are such awful creatures," not realizing that it is only humans who have ever passed such a judgment.
 As recounted in Original Teachings of Ch'an Buddhism by Chang Chung-Yuan, and quoted by Smullyan: 
One day P'ang Yun, sitting quietly in his temple, made this remark:
"How difficult it is!
 How difficult it is!
 My studies are like drying the fibers of a thousand pounds
 of flax in the sun by hanging them on the trees!"

But his wife responded:
"My way is easy indeed!
 I found the teachings of the
 Patriarchs right on the tops
 of the flowering plants!"

When their daughter overheard this exchange, she sang:
"My study is neither difficult nor easy.
 When I am hungry I eat,
 When I am tired I rest."
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Followup to:  Affective Death Spirals 
 Once upon a time, there was a man who was convinced that he possessed a Great Idea.  Indeed, as the man thought upon the Great Idea more and more, he realized that it was not just a great idea, but the most wonderful idea ever.  The Great Idea would unravel the mysteries of the universe, supersede the authority of the corrupt and error-ridden Establishment, confer nigh-magical powers upon its wielders, feed the hungry, heal the sick, make the whole world a better place, etc. etc. etc.
 The man was Francis Bacon, his Great Idea was the scientific method, and he was the only crackpot in all history to claim that level of benefit to humanity and turn out to be completely right.
 (Bacon didn't singlehandedly invent science, of course, but he did contribute, and may have been the first to realize the power.)
 That's the problem with deciding that you'll never admire anything that much:  Some ideas really are that good.  Though no one has fulfilled claims more audacious than Bacon's; at least, not yet.
 But then how can we resist the happy death spiral with respect to Science itself?  The happy death spiral starts when you believe something is so wonderful that the halo effect leads you to find more and more nice things to say about it, making you see it as even more wonderful, and so on, spiraling up into the abyss.  What if Science is in fact so beneficial that we cannot acknowledge its true glory and retain our sanity?  Sounds like a nice thing to say, doesn't it?  Oh no it's starting ruuunnnnn...
If you retrieve the standard cached deep wisdom for don't go overboard on admiring science, you will find thoughts like "Science gave us air conditioning, but it also made the hydrogen bomb" or "Science can tell us about stars and biology, but it can never prove or disprove the dragon in my garage."  But the people who originated such thoughts were not trying to resist a happy death spiral.  They weren't worrying about their own admiration of science spinning out of control.  Probably they didn't like something science had to say about their pet beliefs, and sought ways to undermine its authority.
 The standard negative things to say about science, aren't likely to appeal to someone who genuinely feels the exultation of science - that's not the intended audience.  So we'll have to search for other negative things to say instead.
 But if you look selectively for something negative to say about science - even in an attempt to resist a happy death spiral - do you not automatically convict yourself of rationalization?  Why would you pay attention to your own thoughts, if you knew you were trying to manipulate yourself?
 I am generally skeptical of people who claim that one bias can be used to counteract another.  It sounds to me like an automobile mechanic who says that the motor is broken on your right windshield wiper, but instead of fixing it, they'll just break your left windshield wiper to balance things out.  This is the sort of cleverness that leads to shooting yourself in the foot.  Whatever the solution, it ought to involve believing true things, rather than believing you believe things that you believe are false.
 Can you prevent the happy death spiral by restricting your admiration of Science to a narrow domain?  Part of the happy death spiral is seeing the Great Idea everywhere - thinking about how Communism could cure cancer if it was only given a chance.  Probably the single most reliable sign of a cult guru is that the guru claims expertise, not in one area, not even in a cluster of related areas, but in everything.  The guru knows what cult members should eat, wear, do for a living; who they should have sex with; which art they should look at; which music they should listen to...
 Unfortunately for this plan, most people fail miserably when they try to describe the neat little box that science has to stay inside.  The usual trick, "Hey, science won't cure cancer" isn't going to fly.  "Science has nothing to say about a parent's love for their child" - sorry, that's simply false.  If you try to sever science from e.g. parental love, you aren't just denying cognitive science and evolutionary psychology.  You're also denying Martine Rothblatt's founding of United Therapeutics to seek a cure for her daughter's pulmonary hypertension.  (Successfully, I might add.)  Science is legitimately related, one way or another, to just about every important facet of human existence.
 All right, so what's an example of a false nice claim you could make about science?
 In my humble opinion, one false claim is that science is so wonderful that scientists shouldn't even try to take ethical responsibility for their work, it will automatically end well.  This claim, to me, seems to misunderstand the nature of the process whereby science benefits humanity.  Scientists are human, they have prosocial concerns just like most other other people, and this is at least part of why science ends up doing more good than evil.
 But that point is, evidently, not beyond dispute.  So here's a simpler false nice claim:  "A cancer patient can be cured just by publishing enough journal papers."  Or, "Sociopaths could become fully normal, if they just committed themselves to never believing anything without replicated experimental evidence with p<0.05."
 The way to avoid believing such statements isn't an affective cap, deciding that science is only slightly nice.  Nor searching for reasons to believe that publishing journal papers causes cancer.  Nor believing that science has nothing to say about cancer one way or the other.
 Rather, if you know with enough specificity how science works, then you know that, while it may be possible for "science to cure cancer", a cancer patient writing journal papers isn't going to experience a miraculous remission.  That specific proposed chain of cause and effect is not going to work out.
 The happy death spiral is only an emotional problem because of a perceptual problem, the halo effect, which makes us more likely to accept future positive claims once we've accepted an initial positive claim.  We can't get rid of this effect just by wishing; it will probably always influence us a little.  But we can manage to slow down, stop, consider each additional nice claim as an additional burdensome detail, and focus on the specific points of the claim apart from its positiveness.
 What if a specific nice claim "can't be disproven" but there are arguments "both for and against" it?  Actually these are words to be wary of in general, because often this is what people say when they're rehearsing the evidence or avoiding the real weak points.  Given the danger of the happy death spiral, it makes sense to try to avoid being happy about unsettled claims - to avoid making them into a source of yet more positive affect about something you liked already.
 The happy death spiral is only a big emotional problem because of the overly positive feedback, the ability for the process to go critical.  You may not be able to eliminate the halo effect entirely, but you can apply enough critical reasoning to keep the halos subcritical - make sure that the resonance dies out rather than exploding.
 You might even say that the whole problem starts with people not bothering to critically examine every additional burdensome detail - demanding sufficient evidence to compensate for complexity, searching for flaws as well as support, invoking curiosity - once they've accepted some core premise.  Without the conjunction fallacy, there might still be a halo effect, but there wouldn't be a happy death spiral.
 Even on the nicest Nice Thingies in the known universe, a perfect rationalist who demanded exactly the necessary evidence for every additional (positive) claim, would experience no affective resonance.  You can't do this, but you can stay close enough to rational to keep your happiness from spiraling out of control.
 The really dangerous cases are the ones where any criticism of any positive claim about the Great Thingy feels bad or is socially unacceptable.  Arguments are soldiers, any positive claim is a soldier on our side, stabbing your soldiers in the back is treason.  Then the chain reaction goes supercritical.  More on this tomorrow.
 Addendum:  Stuart Armstrong gives closely related advice:

  Cut up your Great Thingy into smaller independent ideas, and treat them as independent.
 For instance a marxist would cut up Marx's Great Thingy into a theory of value of labour, a theory of the political relations between classes, a theory of wages, a theory on the ultimate political state of mankind. Then each of them should be assessed independently, and the truth or falsity of one should not halo on the others. If we can do that, we should be safe from the spiral, as each theory is too narrow to start a spiral on its own.
 
 This, metaphorically, is like keeping subcritical masses of plutonium from coming together.  Three Great Ideas are far less likely to drive you mad than one Great Idea.  Armstrong's advice also helps promote specificity:  As soon as someone says, "Publishing enough papers can cure your cancer," you ask, "Is that a benefit of the experimental method, and if so, at which stage of the experimental process is the cancer cured?  Or is it a benefit of science as a social process, and if so, does it rely on individual scientists wanting to cure cancer, or can they be self-interested?"  Hopefully this leads you away from the good or bad feeling, and toward noticing the confusion and lack of support.
 Addendum 2:  To summarize, you do avoid a Happy Death Spiral by (1) splitting the Great Idea into parts (2) treating every additional detail as burdensome (3) thinking about the specifics of the causal chain instead of the good or bad feelings (4) not rehearsing evidence (5) not adding happiness from claims that "you can't prove are wrong"; but not by (6) refusing to admire anything too much (7) conducting a biased search for negative points until you feel unhappy again (8) forcibly shoving an idea into a safe box.
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Followup to:  Every Cause Wants To Be A Cult, Guardians of the Truth
  "For skeptics, the idea that reason can lead to a cult is absurd.  The characteristics of a cult are 180 degrees out of phase with reason.  But as I will demonstrate, not only can it happen, it has happened, and to a group that would have to be considered the unlikeliest cult in history.  It is a lesson in what happens when the truth becomes more important than the search for truth..."
                 -- Michael Shermer, "The Unlikeliest Cult in History"
 
 I think Michael Shermer is over-explaining Objectivism.  I'll get around to amplifying on that.
 Ayn Rand's novels glorify technology, capitalism, individual defiance of the System, limited government, private property, selfishness. Her ultimate fictional hero, John Galt, was <SPOILER>a scientist who invented a new form of cheap renewable energy; but then refuses to give it to the world since the profits will only be stolen to prop up corrupt governments.</SPOILER>
 And then - somehow - it all turned into a moral and philosophical "closed system" with Ayn Rand at the center.  The term "closed system" is not my own accusation; it's the term the Ayn Rand Institute uses to describe Objectivism.  Objectivism is defined by the works of Ayn Rand.  Now that Rand is dead, Objectivism is closed.  If you disagree with Rand's works in any respect, you cannot be an Objectivist.
 
 Max Gluckman once said:  "A science is any discipline in which the fool of this generation can go beyond the point reached by the genius of the last generation."  Science moves forward by slaying its heroes, as Newton fell to Einstein.  Every young physicist dreams of being the new champion that future physicists will dream of dethroning.
 Ayn Rand's philosophical idol was Aristotle.  Now maybe Aristotle was a hot young math talent 2350 years ago, but math has made noticeable progress since his day.  Bayesian probability theory is the quantitative logic of which Aristotle's qualitative logic is a special case; but there's no sign that Ayn Rand knew about Bayesian probability theory when she wrote her magnum opus, Atlas Shrugged.  Rand wrote about "rationality", yet failed to familiarize herself with the modern research in heuristics and biases.  How can anyone claim to be a master rationalist, yet know nothing of such elementary subjects?
 "Wait a minute," objects the reader, "that's not quite fair!  Atlas Shrugged was published in 1957!  Practically nobody knew about Bayes back then."  Bah.  Next you'll tell me that Ayn Rand died in 1982, and had no chance to read Judgment Under Uncertainty: Heuristics and Biases, which was published that same year.
 Science isn't fair.  That's sorta the point.  An aspiring rationalist in 2007 starts with a huge advantage over an aspiring rationalist in 1957.  It's how we know that progress has occurred.
 To me the thought of voluntarily embracing a system explicitly tied to the beliefs of one human being, who's dead, falls somewhere between the silly and the suicidal.  A computer isn't five years old before it's obsolete.
 The vibrance that Rand admired in science, in commerce, in every railroad that replaced a horse-and-buggy route, in every skyscraper built with new architecture - it all comes from the principle of surpassing the ancient masters. How can there be science, if the most knowledgeable scientist there will ever be, has already lived?  Who would raise the New York skyline that Rand admired so, if the tallest building that would ever exist, had already been built?
 And yet Ayn Rand acknowledged no superior, in the past, or in the future yet to come.  Rand, who began in admiring reason and individuality, ended by ostracizing anyone who dared contradict her.  Shermer: "[Barbara] Branden recalled an evening when a friend of Rand's remarked that he enjoyed the music of Richard Strauss.  'When he left at the end of the evening, Ayn said, in a reaction becoming increasingly typical, 'Now I understand why he and I can never be real soulmates.  The distance in our sense of life is too great.'  Often she did not wait until a friend had left to make such remarks."
 Ayn Rand changed over time, one suspects.
 Rand grew up in Russia, and witnessed the Bolshevik revolution firsthand.  She was granted a visa to visit American relatives at the age of 21, and she never returned.  It's easy to hate authoritarianism when you're the victim.  It's easy to champion the freedom of the individual, when you are yourself the oppressed.
 It takes a much stronger constitution to fear authority when you have the power.  When people are looking to you for answers, it's harder to say "What the hell do I know about music? I'm a writer, not a composer," or "It's hard to see how liking a piece of music can be untrue."
 When you're the one crushing those who dare offend you, the exercise of power somehow seems much more justifiable than when you're the one being crushed.  All sorts of excellent justifications somehow leap to mind.
 Michael Shermer goes into detail on how he thinks that Rand's philosophy ended up descending into cultishness.  In particular, Shermer says (it seems) that Objectivism failed because Rand thought that certainty was possible, while science is never certain.  I can't back Shermer on that one.  The atomic theory of chemistry is pretty damned certain.  But chemists haven't become a cult.
 Actually, I think Shermer's falling prey to correspondence bias by supposing that there's any particular correlation between Rand's philosophy and the way her followers formed a cult.  Every cause wants to be a cult.
 Ayn Rand fled the Soviet Union, wrote a book about individualism that a lot of people liked, got plenty of compliments, and formed a coterie of admirers. Her admirers found nicer and nicer things to say about her (happy death spiral), and she enjoyed it too much to tell them to shut up.  She found herself with the power to crush those of whom she disapproved, and she didn't resist the temptation of power.
 Ayn Rand and Nathaniel Branden carried on a secret extramarital affair.  (With permission from both their spouses, which counts for a lot in my view.  If you want to turn that into a "problem", you have to specify that the spouses were unhappy - and then it's still not a matter for outsiders.)  When Branden was revealed to have "cheated" on Rand with yet another woman, Rand flew into a fury and excommunicated him.  Many Objectivists broke away when news of the affair became public.
 Who stayed with Rand, rather than following Branden, or leaving Objectivism altogether?  Her strongest supporters.  Who departed?  The previous voices of moderation.  (Evaporative cooling of group beliefs.)  Ever after, Rand's grip over her remaining coterie was absolute, and no questioning was allowed.
 The only extraordinary thing about the whole business, is how ordinary it was.
 You might think that a belief system which praised "reason" and "rationality" and "individualism" would have gained some kind of special immunity, somehow...?
 Well, it didn't.
 It worked around as well as putting a sign saying "Cold" on a refrigerator that wasn't plugged in.
 The active effort required to resist the slide into entropy wasn't there, and decay inevitably followed.
 And if you call that the "unlikeliest cult in history", you're just calling reality nasty names.
 Let that be a lesson to all of us:  Praising "rationality" counts for nothing.  Even saying "You must justify your beliefs through Reason, not by agreeing with the Great Leader" just runs a little automatic program that takes whatever the Great Leader says and generates a justification that your fellow followers will view as Reason-able.
 So where is the true art of rationality to be found?  Studying up on the math of probability theory and decision theory.  Absorbing the cognitive sciences like evolutionary psychology, or heuristics and biases.  Reading history books...
 "Study science, not just me!" is probably the most important piece of advice Ayn Rand should've given her followers and didn't.  There's no one human being who ever lived, whose shoulders were broad enough to bear all the weight of a true science with many contributors.
 It's noteworthy, I think, that Ayn Rand's fictional heroes were architects and engineers; John Galt, her ultimate, was a physicist; and yet Ayn Rand herself wasn't a great scientist.  As far as I know, she wasn't particularly good at math.  She could not aspire to rival her own heroes.  Maybe that's why she began to lose track of Tsuyoku Naritai.
 Now me, y'know, I admire Francis Bacon's audacity, but I retain my ability to bashfully confess, "If I could go back in time, and somehow make Francis Bacon understand the problem I'm currently working on, his eyeballs would pop out of their sockets like champagne corks and explode."
 I admire Newton's accomplishments.  But my attitude toward a woman's right to vote, bars me from accepting Newton as a moral paragon. Just as my knowledge of Bayesian probability bars me from viewing Newton as the ultimate unbeatable source of mathematical knowledge. And my knowledge of Special Relativity, paltry and little-used though it may be, bars me from viewing Newton as the ultimate authority on physics.
 Newton couldn't realistically have discovered any of the ideas I'm lording over him - but progress isn't fair!  That's the point!
 Science has heroes, but no gods.  The great Names are not our superiors, or even our rivals, they are passed milestones on our road; and the most important milestone is the hero yet to come.
 To be one more milestone in humanity's road is the best that can be said of anyone; but this seemed too lowly to please Ayn Rand.  And that is how she became a mere Ultimate Prophet.
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Suppose that your good friend, the police commissioner, tells you in strictest confidence that the crime kingpin of your city is Wulky Wilkinsen.  As a rationalist, are you licensed to believe this statement?  Put it this way: if you go ahead and mess around with Wulky's teenage daughter, I'd call you foolhardy.  Since it is prudent to act as if Wulky has a substantially higher-than-default probability of being a crime boss, the police commissioner's statement must have been strong Bayesian evidence.
 Our legal system will not imprison Wulky on the basis of the police commissioner's statement.  It is not admissible as legal evidence.  Maybe if you locked up every person accused of being a crime boss by a police commissioner, you'd initially catch a lot of crime bosses, plus some people that a police commissioner didn't like.  Power tends to corrupt: over time, you'd catch fewer and fewer real crime bosses (who would go to greater lengths to ensure anonymity) and more and more innocent victims (unrestrained power attracts corruption like honey attracts flies).
 This does not mean that the police commissioner's statement is not rational evidence.  It still has a lopsided likelihood ratio, and you'd still be a fool to mess with Wulky's teenager daughter.  But on a social level, in pursuit of a social goal, we deliberately define "legal evidence" to include only particular kinds of evidence, such as the police commissioner's own observations on the night of April 4th.  All legal evidence should ideally be rational evidence, but not the other way around.  We impose special, strong, additional standards before we anoint rational evidence as "legal evidence".
 As I write this sentence at 8:33pm, Pacific time, on August 18th 2007, I am wearing white socks.  As a rationalist, are you licensed to believe the previous statement?  Yes.  Could I testify to it in court?  Yes.  Is it a scientific statement?  No, because there is no experiment you can perform yourself to verify it.  Science is made up of generalizations which apply to many particular instances, so that you can run new real-world experiments which test the generalization, and thereby verify for yourself that the generalization is true, without having to trust anyone's authority.  Science is the publicly reproducible knowledge of humankind.
 Like a court system, science as a social process is made up of fallible humans.  We want a protected pool of beliefs that are especially reliable.  And we want social rules that encourage the generation of such knowledge.  So we impose special, strong, additional standards before we canonize rational knowledge as "scientific knowledge", adding it to the protected belief pool.
Is a rationalist licensed to believe in the historical existence of Alexander the Great?  Yes.  We have a rough picture of ancient Greece, untrustworthy but better than maximum entropy.  But we are dependent on authorities such as Plutarch; we cannot discard Plutarch and verify everything for ourselves.  Historical knowledge is not scientific knowledge.
 Is a rationalist licensed to believe that the Sun will rise on September 18th, 2007?  Yes - not with absolute certainty, but that's the way to bet.  (Pedants: interpret this as the Earth's rotation and orbit remaining roughly constant relative to the Sun.)  Is this statement, as I write this essay on August 18th 2007, a scientific belief?
 It may seem perverse to deny the adjective "scientific" to statements like "The Sun will rise on September 18th, 2007."  If Science could not make predictions about future events - events which have not yet happened - then it would be useless; it could make no prediction in advance of experiment.  The prediction that the Sun will rise is, definitely, an extrapolation from scientific generalizations.  It is based upon models of the Solar System which you could test for yourself by experiment.
 But imagine that you're constructing an experiment to verify prediction #27, in a new context, of an accepted theory Q.  You may not have any concrete reason to suspect the belief is wrong; you just want to test it in a new context.  It seems dangerous to say, before running the experiment, that there is a "scientific belief" about the result.  There is a "conventional prediction" or "theory Q's prediction".  But if you already know the "scientific belief" about the result, why bother to run the experiment? 
 You begin to see, I hope, why I identify Science with generalizations, rather than the history of any one experiment.  A historical event happens once; generalizations apply over many events.  History is not reproducible; scientific generalizations are.
 Is my definition of "scientific knowledge" true?  That is not a well-formed question.  The special standards we impose upon science are pragmatic choices.  Nowhere upon the stars or the mountains is it written that p<0.05 shall be the standard for scientific publication.  Many now argue that 0.05 is too weak, and that it would be useful to lower it to 0.01 or 0.001.
 Perhaps future generations, acting on the theory that science is the public, reproducible knowledge of humankind, will only label as "scientific" papers published in an open-access journal.  If you charge for access to the knowledge, is it part of the knowledge of humankind?  Can we trust a result if people must pay to criticize it?  Is it really science?
 The question "Is it really science?" is ill-formed.  Is a $20,000/year  closed-access journal really Bayesian evidence?  As with the police commissioner's private assurance that Wulky is the kingpin, I think we must answer "Yes."  But should the closed-access journal be further canonized as "science"?  Should we allow it into the special, protected belief pool?  For myself, I think science would be better served by the dictum that only open knowledge counts as the public, reproducible knowledge pool of humankind.
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Neural Categories
Eliezer Yudkowsky, 10 February 2008 12:33AM
Followup to:  Disguised Queries
 In Disguised Queries, I talked about a classification task of "bleggs" and "rubes".  The typical blegg is blue, egg-shaped, furred, flexible, opaque, glows in the dark, and contains vanadium.  The typical rube is red, cube-shaped, smooth, hard, translucent, unglowing, and contains palladium.  For the sake of simplicity, let us forget the characteristics of flexibility/hardness and opaqueness/translucency.  This leaves five dimensions in thingspace:  Color, shape, texture, luminance, and interior.
 Suppose I want to create an Artificial Neural Network (ANN) to predict unobserved blegg characteristics from observed blegg characteristics.  And suppose I'm fairly naive about ANNs:  I've read excited popular science books about how neural networks are distributed, emergent, and parallel just like the human brain!! but I can't derive the differential equations for gradient descent in a non-recurrent multilayer network with sigmoid units (which is actually a lot easier than it sounds).
 Then I might design a neural network that looks something like this:
 
 [image: Blegg1_3]
 Network 1 is for classifying bleggs and rubes.  But since "blegg" is an unfamiliar and synthetic concept, I've also included a similar Network 1b for distinguishing humans from Space Monsters, with input from Aristotle ("All men are mortal") and Plato's Academy ("A featherless biped with broad nails").
 A neural network needs a learning rule.  The obvious idea is that when two nodes are often active at the same time, we should strengthen the connection between them - this is one of the first rules ever proposed for training a neural network, known as Hebb's Rule.
 Thus, if you often saw things that were both blue and furred - thus simultaneously activating the "color" node in the + state and the "texture" node in the + state - the connection would strengthen between color and texture, so that + colors activated + textures, and vice versa.  If you saw things that were blue and egg-shaped and vanadium-containing, that would strengthen positive mutual connections between color and shape and interior.
 Let's say you've already seen plenty of bleggs and rubes come off the conveyor belt.  But now you see something that's furred, egg-shaped, and - gasp! - reddish purple (which we'll model as a "color" activation level of -2/3).  You haven't yet tested the luminance, or the interior.  What to predict, what to predict?
 What happens then is that the activation levels in Network 1 bounce around a bit.  Positive activation flows luminance from shape, negative activation flows to interior from color, negative activation flows from interior to luminance...  Of course all these messages are passed in parallel!! and asynchronously!! just like the human brain...
 Finally Network 1 settles into a stable state, which has high positive activation for "luminance" and "interior".  The network may be said to "expect" (though it has not yet seen) that the object will glow in the dark, and that it contains vanadium.
 And lo, Network 1 exhibits this behavior even though there's no explicit node that says whether the object is a blegg or not.  The judgment is implicit in the whole network!!  Bleggness is an attractor!! which arises as the result of emergent behavior!! from the distributed!! learning rule.
 Now in real life, this kind of network design - however faddish it may sound - runs into all sorts of problems.  Recurrent networks don't always settle right away:  They can oscillate, or exhibit chaotic behavior, or just take a very long time to settle down.  This is a Bad Thing when you see something big and yellow and striped, and you have to wait five minutes for your distributed neural network to settle into the "tiger" attractor.  Asynchronous and parallel it may be, but it's not real-time.
 And there are other problems, like double-counting the evidence when messages bounce back and forth:  If you suspect that an object glows in the dark, your suspicion will activate belief that the object contains vanadium, which in turn will activate belief that the object glows in the dark.
 Plus if you try to scale up the Network 1 design, it requires O(N2) connections, where N is the total number of observables.
 So what might be a more realistic neural network design?
 [image: Blegg2]
In this network, a wave of activation converges on the central node from any clamped (observed) nodes, and then surges back out again to any unclamped (unobserved) nodes.  Which means we can compute the answer in one step, rather than waiting for the network to settle - an important requirement in biology when the neurons only run at 20Hz.  And the network architecture scales as O(N), rather than O(N2).
 Admittedly, there are some things you can notice more easily with the first network architecture than the second.  Network 1 has a direct connection between every two nodes.  So if red objects never glow in the dark, but red furred objects usually have the other blegg characteristics like egg-shape and vanadium, Network 1 can easily represent this: it just takes a very strong direct negative connection from color to luminance, but more powerful positive connections from texture to all other nodes except luminance.
 Nor is this a "special exception" to the general rule that bleggs glow - remember, in Network 1, there is no unit that represents blegg-ness; blegg-ness emerges as an attractor in the distributed network.
 So yes, those N2 connections were buying us something.  But not very much.  Network 1 is not more useful on most real-world problems, where you rarely find an animal stuck halfway between being a cat and a dog.
 (There are also facts that you can't easily represent in Network 1 or Network 2.  Let's say sea-blue color and spheroid shape, when found together, always indicate the presence of palladium; but when found individually, without the other, they are each very strong evidence for vanadium.  This is hard to represent, in either architecture, without extra nodes.  Both Network 1 and Network 2 embody implicit assumptions about what kind of environmental structure is likely to exist; the ability to read this off is what separates the adults from the babes, in machine learning.)
 Make no mistake:  Neither Network 1, nor Network 2, are biologically realistic.  But it still seems like a fair guess that however the brain really works, it is in some sense closer to Network 2 than Network 1.  Fast, cheap, scalable, works well to distinguish dogs and cats: natural selection goes for that sort of thing like water running down a fitness landscape.
 It seems like an ordinary enough task to classify objects as either bleggs or rubes, tossing them into the appropriate bin.  But would you notice if sea-blue objects never glowed in the dark?
 Maybe, if someone presented you with twenty objects that were alike only in being sea-blue, and then switched off the light, and none of the objects glowed.  If you got hit over the head with it, in other words.  Perhaps by presenting you with all these sea-blue objects in a group, your brain forms a new subcategory, and can detect the "doesn't glow" characteristic within that subcategory.  But you probably wouldn't notice if the sea-blue objects were scattered among a hundred other bleggs and rubes.  It wouldn't be easy or intuitive to notice, the way that distinguishing cats and dogs is easy and intuitive.
 Or:  "Socrates is human, all humans are mortal, therefore Socrates is mortal."  How did Aristotle know that Socrates was human?  Well, Socrates had no feathers, and broad nails, and walked upright, and spoke Greek, and, well, was generally shaped like a human and acted like one.  So the brain decides, once and for all, that Socrates is human; and from there, infers that Socrates is mortal like all other humans thus yet observed.  It doesn't seem easy or intuitive to ask how much wearing clothes, as opposed to using language, is associated with mortality.  Just, "things that wear clothes and use language are human" and "humans are mortal".
 Are there biases associated with trying to classify things into categories once and for all?  Of course there are.  See e.g. Cultish Countercultishness.
 To be continued...
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On Being Decoherent
Eliezer Yudkowsky, 27 April 2008 04:59AM
This post is part of the Quantum Physics Sequence.
Previously in series:  The So-Called Heisenberg Uncertainty Principle
 "A human researcher only sees a particle in one place at one time."  At least that's what everyone goes around repeating to themselves.  Personally, I'd say that when a human researcher looks at a quantum computer, they quite clearly see particles not behaving like they're in one place at a time.  In fact, you have never in your life seen a particle "in one place at a time" because they aren't.
 Nonetheless, when you construct a big measuring instrument that is sensitive to a particle's location - say, the measuring instrument's behavior depends on whether a particle is to the left or right of some dividing line - then you, the human researcher, see the screen flashing "LEFT", or "RIGHT", but not a mixture like "LIGFT".
 As you might have guessed from reading about decoherence and Heisenberg, this is because we ourselves are governed by the laws of quantum mechanics and subject to decoherence.
The standpoint of the Feynman path integral suggests viewing the evolution of a quantum system as a sum over histories, an integral over ways the system "could" behave - though the quantum evolution of each history still depends on things like the second derivative of that component of the amplitude distribution; it's not a sum over classical histories.  And "could" does not mean possibility in the logical sense; all the amplitude flows are real events...
 Nonetheless, a human being can try to grasp a quantum system by imagining all the ways that something could happen, and then adding up all the little arrows that flow to identical outcomes.  That gets you something of the flavor of the real quantum physics, of amplitude flows between volumes of configuration space.
 Now apply this mode of visualization to a sensor measuring an atom - say, a sensor measuring whether an atom is to the left or right of a dividing line.
 [image: Superposition2] Which is to say:  The sensor and the atom undergo some physical interaction in which the final state of the sensor depends heavily on whether the atom is to the left or right of a dividing line.  (I am reusing some previous diagrams, so this is not an exact depiction; but you should be able to use your own imagination at this point.)
  [image: Entanglecloud]You may recognize this as the entangling interaction described in "Decoherence".  A quantum system that starts out highly factorizable, looking plaid and rectangular, that is, independent, can evolve into an entangled system as the formerly-independent parts interact among themselves.
 So you end up with an amplitude distribution that contains two blobs of amplitude - a blob of amplitude with the atom on the left, and the sensor saying "LEFT"; and a blob of amplitude with the atom on the right, and the sensor saying "RIGHT".
 For a sensor to measure an atom is to become entangled with it - for the state of the sensor to depend on the state of the atom - for the two to become correlated.  In a classical system, this is true only on a probabilistic level.  In quantum physics it is a physically real state of affairs.
 To observe a thing is to entangle yourself with it.  You may recall my having previously said things that sound a good deal like this, in describing how cognition obeys the laws of thermodynamics, and, much earlier, talking about how rationality is a phenomenon within causality.  It is possible to appreciate this in a purely philosophical sense, but quantum physics helps drive the point home.
 [image: Ampl1] Let's say you've got an Atom, whose position has amplitude bulges on the left and on the right.  We can regard the Atom's distribution as a sum (addition, not multiplication) of the left bulge and the right bulge:
Atom = (Atom-LEFT + Atom-RIGHT)

Also there's a Sensor in a ready-to-sense state, which we'll call BLANK:
Sensor = Sensor-BLANK

By hypothesis, the system starts out in a state of quantum independence - the Sensor hasn't interacted with the Atom yet.  So:
System = (Sensor-BLANK) * (Atom-LEFT + Atom-RIGHT)

Sensor-BLANK is an amplitude sub-distribution, or sub-factor, over the joint positions of all the particles in the sensor.  Then you multiply this distribution by the distribution (Atom-LEFT + Atom-RIGHT), which is the sub-factor for the Atom's position.  Which gets you the joint configuration space over all the particles in the system, the Sensor and the Atom.
 Quantum evolution is linear, which means that Evolution(A + B) = Evolution(A) + Evolution(B).  We can understand the behavior of this whole distribution by understanding its parts.  Not its multiplicative factors, but its additive components.  So now we use the distributive rule of arithmetic, which, because we're just adding and multiplying complex numbers, works just as usual: 
 System = (Sensor-BLANK) * (Atom-LEFT + Atom-RIGHT)

           = (Sensor-BLANK * Atom-LEFT) + (Sensor-BLANK * Atom-RIGHT)
 
 Now, the volume of configuration space corresponding to (Sensor-BLANK * Atom-LEFT) evolves into (Sensor-LEFT * Atom-LEFT).
 Which is to say:  Particle positions for the sensor being in its initialized state and the Atom being on the left, end up sending their amplitude flows to final configurations in which the Sensor is in a LEFT state, and the Atom is still on the left.
 So we have the evolution:
(Sensor-BLANK * Atom-LEFT) + (Sensor-BLANK * Atom-RIGHT)
        =>
(Sensor-LEFT * Atom-LEFT) + (Sensor-RIGHT * Atom-RIGHT)

By hypothesis, Sensor-LEFT is a different state from Sensor-RIGHT - otherwise it wouldn't be a very sensitive Sensor.  So the final state doesn't factorize any further; it's entangled.
 But this entanglement is not likely to manifest in difficulties of calculation.  Suppose the Sensor has a little LCD screen that's flashing "LEFT" or "RIGHT".  This may seem like a relatively small difference to a human, but it involves avogadros of particles - photons, electrons, entire molecules - occupying different positions.
 So, since the states Sensor-LEFT and Sensor-RIGHT are widely separated in the configuration space, the volumes (Sensor-LEFT * Atom-LEFT) and (Sensor-RIGHT * Atom-RIGHT) are even more widely separated.
 The LEFT blob and the RIGHT blob in the amplitude distribution can be considered separately; they won't interact.  There are no plausible Feynman paths that end up with both LEFT and RIGHT sending amplitude to the same joint configuration.  There would have to be a Feynman path from LEFT, and a Feynman path from RIGHT, in which all the quadrillions of differentiated particles ended up in the same places.  So the amplitude flows from LEFT and RIGHT don't intersect, and don't interfere.
 [image: Precohered]You may recall this principle from "Decoherence", for how a sensitive interaction can decohere two interacting blobs of amplitude, into two noninteracting blobs.[image: Decohered]
 Formerly, the Atom-LEFT and Atom-RIGHT states were close enough in configuration space, that the blobs could interact with each other - there would be Feynman paths where an atom on the left ended up on the right.  Or Feynman paths for both an atom on the left, and an atom on the right, to end up in the middle.
 Now, however, the two blobs are decohered.  For LEFT to interact with RIGHT, it's not enough for just the Atom to end up on the right.  The Sensor would have to spontaneously leap into a state where it was flashing "RIGHT" on screen.  Likewise with any particles in the environment which previously happened to be hit by photons for the screen flashing "LEFT".  Trying to reverse decoherence is like trying to unscramble an egg.
 And when a human being looks at the Sensor's little display screen... or even just stands nearby, with quintillions of particles slightly influenced by gravity... then, under exactly the same laws, the system evolves into:
(Human-LEFT * Sensor-LEFT * Atom-LEFT) + (Human-RIGHT * Sensor-RIGHT * Atom-RIGHT)

 Thus, any particular version of yourself only sees the sensor registering one result.
 That's it - the big secret of quantum mechanics.  As physical secrets go, it's actually pretty damn big.  Discovering that the Earth was not the center of the universe, doesn't hold a candle to realizing that you're twins.
 That you, yourself, are made of particles, is the fourth and final key to recovering the classical hallucination.  It's why you only ever see the universe from within one blob of amplitude, and not the vastly entangled whole.
 Asking why you can't see Schrodinger's Cat as simultaneously dead and alive, is like an Ebborian asking:  "But if my brain really splits down the middle, why do I only ever remember finding myself on either the left or the right?  Why don't I find myself on both sides?"


 Because you're not outside and above the universe, looking down.  You're in the universe.
 Your eyes are not an empty window onto the soul, through which the true state of the universe leaks in to your mind.  What you see, you see because your brain represents it: because your brain becomes entangled with it: because your eyes and brain are part of a continuous physics with the rest of reality.
 You only see nearby objects, not objects light-years away, because photons from those objects can't reach you, therefore you can't see them.  By a similar locality principle, you don't interact with distant configurations.
 When you open your eyes and see your shoelace is untied, that event happens within your brain.  A brain is made up of interacting neurons.  If you had two separate groups of neurons that never interacted with each other, but did interact among themselves, they would not be a single computer.  If one group of neurons thought "My shoelace is untied", and the other group of neurons thought "My shoelace is tied", it's difficult to see how these two brains could possibly contain the same consciousness.
 And if you think all this sounds obvious, note that, historically speaking, it took more than two decades after the invention of quantum mechanics for a physicist to publish that little suggestion.  People really aren't used to thinking of themselves as particles.
 The Ebborians have it a bit easier, when they split.  They can see the other sides of themselves, and talk to them.
 But the only way for two widely separated blobs of amplitude to communicate - to have causal dependencies on each other - would be if there were at least some Feynman paths leading to identical configurations from both starting blobs.
 Once one entire human brain thinks "Left!", and another entire human brain thinks "Right!", then it's extremely unlikely for all of the particles in those brains, and all of the particles in the sensors, and all of the nearby particles that interacted, to coincidentally end up in approximately the same configuration again.
 It's around the same likelihood as your brain spontaneously erasing its memories of seeing the sensor and going back to its exact original state; while nearby, an egg unscrambles itself and a hamburger turns back into a cow.
 So the decohered amplitude-blobs don't interact.  And we never get to talk to our other selves, nor can they speak to us.
 Of course, this doesn't mean that the other amplitude-blobs aren't there any more, any more than we should think that a spaceship suddenly ceases to exist when it travels over the cosmological horizon (relative to us) of an expanding universe.
(Oh, you thought that post on belief in the implied invisible was part of the Zombie sequence?  No, that was covert preparation for the coming series on quantum mechanics.
 You can go through line by line and substitute the arguments, in fact.
 Remember that the next time some commenter snorts and says, "But what do all these posts have to do with your Artificial Intelligence work?")

 Disturbed by the prospect of there being more than one version of you?  But as Max Tegmark points out, living in a spatially infinite universe already implies that an exact duplicate of you exists somewhere, with probability 1.  In all likelihood, that duplicate is no more than 10^(1029) lightyears away.  Or 10^(1029) meters away, with numbers of that magnitude it's pretty much the same thing. 
(Stop the presses!  Shocking news!  Scientists have announced that you are actually the duplicate of yourself 10^(1029) lightyears away!  What you thought was "you" is really just a duplicate of you.)

You also get the same Big World effect from the inflationary scenario in the Big Bang, which buds off multiple universes.  And both spatial infinity and inflation are more or less standard in the current model of physics.  So living in a Big World, which contains more than one person who resembles you, is a bullet you've pretty much got to bite - though none of the guns are certain, physics is firing that bullet at you from at least three different directions.
 Maybe later I'll do a post about why you shouldn't panic about the Big World.  You shouldn't be drawing many epistemic implications from it, let alone moral implications.  As Greg Egan put it, "It all adds up to normality."  Indeed, I sometimes think of this as Egan's Law.
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Complexity and Intelligence
Eliezer Yudkowsky, 03 November 2008 08:27PM
Followup to:  Building Something Smarter , Say Not "Complexity", That Alien Message
 One of the Godel-inspired challenges to the idea of self-improving minds is based on the notion of "complexity".
 Now "complexity", as I've previously mentioned, is a dangerous sort of word.  "Complexity" conjures up the image of a huge machine with incomprehensibly many gears inside - an impressive sort of image.  Thanks to this impressiveness, "complexity" sounds like it could be explaining all sorts of things - that all sorts of phenomena could be happening because of "complexity".
 It so happens that "complexity" also names another meaning, strict and mathematical: the Kolmogorov complexity of a pattern is the size of the program code of the shortest Turing machine that produces the pattern as an output, given unlimited tape as working memory.
 I immediately note that this mathematical meaning, is not the same as that intuitive image that comes to mind when you say "complexity".  The vast impressive-looking collection of wheels and gears?  That's not what the math term means.
 Suppose you ran a Turing machine with unlimited tape, so that, starting from our laws of physics, it simulated our whole universe - not just the region of space we see around us, but all regions of space and all quantum branches.  (There's strong indications our universe may be effectively discrete, but if not, just calculate it out to 3^^^3 digits of precision.)
 Then the "Kolmogorov complexity" of that entire universe - throughout all of space and all of time, from the Big Bang to whatever end, and all the life forms that ever evolved on Earth and all the decoherent branches of Earth and all the life-bearing planets anywhere, and all the intelligences that ever devised galactic civilizations, and all the art and all the technology and every machine ever built by those civilizations...
 ...would be 500 bits, or whatever the size of the true laws of physics when written out as equations on a sheet of paper.
 The Kolmogorov complexity of just a single planet, like Earth, would of course be much higher than the "complexity" of the entire universe that contains it.
 
 "Eh?" you say.  "What's this?" you say.  "How can a single planet contain more wheels and gears, more complexity, than the whole vast turning universe that embeds it?  Wouldn't one planet contain fewer books, fewer brains, fewer species?"
 But the new meaning that certain mathematicians have formulated and attached to the English word "complexity", is not like the visually impressive complexity of a confusing system of wheels and gears.
 It is, rather, the size of the smallest Turing machine that unfolds into a certain pattern.
 If you want to print out the entire universe from the beginning of time to the end, you only need to specify the laws of physics.
 If you want to print out just Earth by itself, then it's not enough to specify the laws of physics.  You also have to point to just Earth within the universe.  You have to narrow it down somehow.  And, in a big universe, that's going to take a lot of information.  It's like the difference between giving directions to a city, and giving directions for finding a single grain of sand on one beach of one city.  Indeed, with all those quantum branches existing side-by-side, it's going to take around as much information to find Earth in the universe, as to just directly specify the positions of all the atoms.
 Kolmogorov complexity is the sense at which we zoom into the endless swirls of the Mandelbrot fractal and think, not "How complicated", but rather, "How simple", because the Mandelbrot set is defined using a very simple equation.  But if you wanted to find a subset of the Mandelbrot set, one particular swirl, you would have to specify where to look, and that would take more bits.
 That's why we use the Kolmogorov complexity in Occam's Razor to determine how "complicated" or "simple" something is.  So that, when we think of the entire universe, all the stars we can see and all the implied stars we can't see, and hypothesize laws of physics standing behind it, we will think "what a simple universe" and not "what a complicated universe" - just like looking into the Mandelbrot fractal and thinking "how simple".  We could never accept a theory of physics as probably true, or even remotely possible, if it got an Occam penalty the size of the universe.
 As a logical consequence of the way that Kolmogorov complexity has been defined, no closed system can ever increase in Kolmogorov complexity.  (At least, no closed system without a 'true randomness' source.)  A program can pattern ever more interacting wheels and gears into its RAM, but nothing it does from within itself can increase "the size of the smallest computer program that unfolds into it", by definition.
 Suppose, for example, that you had a computer program that defined a synthetic biology and a synthetic gene system.  And this computer program ran through an artificial evolution that simulated 10^44 organisms (which is one estimate for the number of creatures who have ever lived on Earth), and subjected them to some kind of competition.  And finally, after some predefined number of generations, it selected the highest-scoring organism, and printed it out.  In an intuitive sense, you would (expect to) say that the best organisms on each round were getting more complicated, their biology more intricate, as the artificial biosystem evolved.  But from the standpoint of Kolmogorov complexity, the final organism, even after a trillion years, is no more "complex" than the program code it takes to specify the tournament and the criterion of competition.  The organism that wins is implicit in the specification of the tournament, so it can't be any more "complex" than that.
 But if, on the other hand, you reached into the biology and made a few million random changes here and there, the Kolmogorov complexity of the whole system would shoot way up: anyone wanting to specify it exactly, would have to describe the random changes that you made.
 I specify "random" changes, because if you made the changes with beneficence aforethought - according to some criterion of goodness - then I could just talk about the compact criterion you used to make the changes.  Only random information is incompressible on average, so you have to make purposeless changes if you want to increase the Kolmogorov complexity as fast as possible.
 So!  As you've probably guessed, the argument against self-improvement is that since closed systems cannot increase their "complexity", the AI must look out upon the world, demanding a high-bandwidth sensory feed, in order to grow up.
 If, that is, you believe that "increasing Kolmogorov complexity" is prerequisite to increasing real-world effectiveness.
 (We will dispense with the idea that if system A builds system B, then system A must be "by definition" as smart as system B.  This is the "Einstein's mother must have been one heck of a physicist" sophistry.  Even if a future planetary ecology is in some sense "implicit" in a single self-replicating RNA strand in some tidal pool, the ecology is a lot more impressive in a real-world sense: in a given period of time it can exert larger optimization pressures and do more neat stuff.)
 Now, how does one argue that "increasing Kolmogorov complexity" has something to do with increasing intelligence?  Especially when small machines can unfold into whole universes, and the maximum Kolmogorov complexity is realized by random noise?
 One of the other things that a closed computable system provably can't do, is solve the general halting problem - the problem of telling whether any Turing machine halts.
 A similar proof shows that, if you take some given solver, and consider the maximum size bound such that the solver can solve the halting problem for all machines of that size or less, then this omniscience is bounded by at most the solver's own complexity plus a small constant.
 So... isn't increasing your Kolmogorov complexity through outside sensory inputs, the key to learning to solve the halting problem for ever-larger systems?
 And doesn't this show that no closed system can "self-improve"?
 In a word, no.
 I mean, if you were to try to write it out as logic, you'd find that one of the steps involves saying, "If you can solve all systems of complexity N, you must be of complexity greater than N (maybe minus a small constant, depending on the details of the proof).  Therefore, by increasing your complexity, you increase the range of systems you can solve."  This is formally a non-sequitur.
 It's also a non-sequitur in practice.
 I mean, sure, if we're not dealing with a closed system, you can't prove that it won't solve the halting problem.  You could be looking at an external bright light in the sky that flashes on or off to reveal the halting solution.
 But unless you already have that kind of mathematical ability yourself, you won't know just from looking at the light that it's giving you true solutions to the halting problem.  You must have just been constructed with faith in the light, and the light must just happen to work.
 (And in any computable universe, any light in the sky that you see won't happen to solve the halting problem.)
 It's not easy for "sensory information" to give you justified new mathematical knowledge that you could not in principle obtain with your eyes closed.
 It's not a matter, for example, of seeing written in the sky a brilliant proof, that you would never have thought of on your own.  A closed system with infinite RAM can close its eyes, and write out every possible sensory experience it could have, along with its own reactions to them, that could occur within some bounded number of steps.  Doing this does not increase its Kolmogorov complexity.
 So the notion can't be that the environment tells you something that you recognize as a proof, but didn't think of on your own.  Somehow, having that sensory experience in particular, has to increase your mathematical ability even after you perfectly imagined that experience and your own reaction to it in advance.
 Could it be the healing powers of having a larger universe to live in, or other people to talk to?  But you can simulate incredibly large universes - vastly larger than anything we see in our telescopes, up-arrow large - within a closed system without increasing its Kolmogorov complexity.  Within that simulation you could peek at people watching the stars, and peek at people interacting with each other, and plagiarize the books they wrote about the deep wisdom that comes from being embedded in a larger world.
 What justified novel mathematical knowledge - about the halting problem in particular - could you gain from a sensory experience, that you could not gain from perfectly imagining that sensory experience and your own reaction to it, nor gain from peeking in on a simulated universe that included someone having that sensory experience?
 Well, you can always suppose that you were born trusting the light in the sky, and the light in the sky always happens to tell the truth.
 But what's actually going on is that the non-sequitur is coming back to bite:  Increasing your Kolmogorov complexity doesn't necessarily increase your ability to solve math problems.  Swallowing a bucket of random bits will increase your Kolmogorov complexity too.
 You aren't likely to learn any mathematics by gazing up at the external stars, that you couldn't learn from "navel-gazing" into an equally large simulated universe.  Looking at the actual stars around you is good for figuring out where in the universe you are (the extra information that specifies your location) but not much good for learning new math that you couldn't learn by navel-gazing into a simulation as large as our universe.
 In fact, it's just bloody hard to fundamentally increase your ability to solve math problems in a way that "no closed system can do" just by opening the system.  So far as I can tell, it basically requires that the environment be magic and that you be born with faith in this fact.
 Saying that a 500-state Turing machine might be able to solve all problems up to at most 500 states plus a small constant, is misleading.  That's an upper bound, not a lower bound, and it comes from having a constructive way to build a specific unsolvable Turing machine out of the solver.  In reality, you'd expect a 500-state Turing machine to get nowhere near solving the halting problem up to 500.  I would drop dead of shock if there were a 500-state Turing machine that solved the halting problem for all the Turing machines up to 50 states.  The vast majority of 500-state Turing machines that implement something that looks like a "halting problem solver" will go nowhere near 500 states (but see this comment).
 Suppose you write a relatively short Turing machine that, by virtue of its unlimited working memory, creates an entire universe containing googols or up-arrows of atoms...
 ...and within this universe, life emerges on some planet-equivalent, and evolves, and develops intelligence, and devises science to study its ecosphere and its universe, and builds computers, and goes out into space and investigates the various physical systems that have formed, and perhaps encounters other life-forms...
 ...and over the course of trillions or up-arrows of years, a transgalactic intrauniversal economy develops, with conduits conducting information from one end of the universe to another (because you didn't pick a physics with inconvenient lightspeed limits), a superWeb of hyperintelligences all exchanging information...
 ...and finally - after a long, long time - your computer program blinks a giant message across the universe, containing a problem to be solved and a specification of how to answer back, and threatening to destroy their universe if the answer is wrong...
 ...then this intrauniversal civilization - and everything it's ever learned by theory or experiment over the last up-arrow years - is said to contain 400 bits of complexity, or however long the original program was.
 But where did it get its math powers, from inside the closed system?
 If we trace back the origins of the hypergalactic civilization, then every belief it ever adopted about math, came from updating on some observed event.  That might be a star exploding, or it might be the output of a calculator, or it might be an observed event within some mind's brain... but in all cases, the update will occur because of a logic that says, "If I see this, it means that".  Before you can learn, you must have the prior that structures learning.  If you see something that makes you decide to change the way you learn, then you must believe that seeing X implies you should learn a different way Y.  That's how it would be for superintelligences, I expect.
 If you keep tracing back through that simulated universe, you arrive at something before the dawn of superintelligence - the first intelligent beings, produced by evolution.  These first minds are the ones who'll look at Peano Arithmetic and think, "This has never produced a contradiction, so it probably never will - I'll go ahead and program that into my AI."  These first minds are the ones who'll think, "Induction seems like it works pretty well, but how do I formalize the notion of induction?"  And these first minds are the ones who'll think, "If I build a self-improving AI, how should it update itself - including changing its own updating process - from the results of observation?"
 And how did the first minds get the ability to think those thoughts?  From natural selection, that generated the adaptations that executed to think all those thoughts, using the simple evolutionary rule: "keep what works".
 And in turn, natural selection in this universe popped out of the laws of physics.
 So everything that this hypergalactic civilization ever believes about math, is really just induction in one form or another.  All the evolved adaptations that do induction, produced by inductive natural selection; and all the generalizations made from experience, including generalizations about how to form better generalizations.  It would all just unfold out of the inductive principle...
 ...running in a box sealed as tightly shut as our own universe appears to be.
 And I don't see how we, in our own closed universe, are going to do any better.  Even if we have the ability to look up at the stars, it's not going to give us the ability to go outside that inductive chain to obtain justified mathematical beliefs.
 If you wrote that 400-bit simulated universe over the course of a couple of months using human-level intelligence and some mysterious source of unlimited computing power, then you are much more complex than that hypergalactic civilization.  You take much more than 400 bits to find within the space of possibilities, because you are only one particular brain.
 But y'know, I think that your mind, and the up-arrow mind of that inconceivable civilization, would still be worth distinguishing as Powers.  Even if you can figure out how to ask them questions.  And even if you're asking them questions by running an internal simulation, which makes it all part of your own "complexity" as defined in the math.
 To locate a up-arrow-sized mind within an up-arrow-sized civilization, would require up-arrow bits - even if the entire civilization unfolded out of a 400-bit machine as compact as our own laws of physics.  But which would be more powerful, that one "complex" mind, or the "simple" civilization it was part of?
 None of this violates Godelian limitations. You can transmit to the hypergalactic civilization a similar Turing machine to the one that built it, and ask it how that Turing machine behaves.  If you can fold a hypergalactic civilization into a 400-bit Turing machine, then even a hypergalactic civilization can confront questions about the behavior of 400-bit Turing machines that are real stumpers.
 And 400 bits is going to be an overestimate.  I bet there's at least one up-arrow-sized hypergalactic civilization folded into a halting Turing machine with 15 states, or something like that.  If that seems unreasonable, you are not acquainted with the Busy-Beaver problem.
 You can get a hell of a lot of mathematical ability out of small Turing machines that unfold into pangalactic hypercivilizations.  But unfortunately, there are other small Turing machines that are hellishly difficult problems - perhaps unfolding into hypercivilizations themselves, or things even less comprehensible.  So even the tremendous mathematical minds that can unfold out of small Turing machines, won't be able to solve all Turing machines up to a larger size bound.  Hence no Godelian contradiction.
 (I wonder:  If humanity unfolded into a future civilization of infinite space and infinite time, creating descendants and hyperdescendants of unlimitedly growing size, what would be the largest Busy Beaver number ever agreed upon?  15?  Maybe even as large as 20?  Surely not 100 - you could encode a civilization of similar origins and equivalent power into a smaller Turing machine than that.)
 Olie Lamb said:  "I don't see anything good about complexity.  There's nothing artful about complexity.  There's nothing mystical about complexity.  It's just complex."  This is true even when you're talking about wheels and gears, never mind Kolmogorov complexity.  It's simplicity, not complexity, that is the admirable virtue.
 The real force behind this whole debate is that the word "complexity" sounds impressive and can act as an explanation for anything you don't understand.  Then the word gets captured by a mathematical property that's spelled using the same letters, which happens to be provably constant for closed systems.
 That, I think, is where the argument really comes from, as it rationalizes the even more primitive intuition of some blind helpless thing in a box.
 This argument is promulgated even by some people who can write proofs about complexity - but frankly, I do not think they have picked up the habit of visualizing what their math symbols mean in real life.  That thing Richard Feynman did, where he visualized two balls turning colors or growing hairs?  I don't think they do that.  On the last step of interpretation, they just make a quick appeal to the sound of the words.
 But I will agree that, if the laws we know are true, then a self-improving mind which lacks sensory inputs, shouldn't be able to improve its mathematical abilities beyond the level of a up-arrow-sized civilization - for example, it shouldn't be able to solve Busy-Beaver(100).
 It might perhaps be more limited than this in mere practice, if it's just running on a laptop computer or something.  But if theoretical mathematical arguments about closed systems show anything, that is what they show.
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Atheism = Untheism + Antitheism
Eliezer Yudkowsky, 01 July 2009 02:19AM
One occasionally sees such remarks as, "What good does it do to go around being angry about the nonexistence of God?" (on the one hand) or "Babies are natural atheists" (on the other).  It seems to me that such remarks, and the rather silly discussions that get started around them, show that the concept "Atheism" is really made up of two distinct components, which one might call "untheism" and "antitheism".
 A pure "untheist" would be someone who grew up in a society where the concept of God had simply never been invented - where writing was invented before agriculture, say, and the first plants and animals were domesticated by early scientists.  In this world, superstition never got past the hunter-gatherer stage - a world seemingly haunted by mostly amoral spirits - before coming into conflict with Science and getting slapped down.
 Hunter-gatherer superstition isn't much like what we think of as "religion".  Early Westerners often derided it as not really being religion at all, and they were right, in my opinion.  In the hunter-gatherer stage the supernatural agents aren't particularly moral, or charged with enforcing any rules; they may be placated with ceremonies, but not worshipped.  But above all - they haven't yet split their epistemology.  Hunter-gatherer cultures don't have special rules for reasoning about "supernatural" entities, or indeed an explicit distinction between supernatural entities and natural ones; the thunder spirits are just out there in the world, as evidenced by lightning, and the rain dance is supposed to manipulate them - it may not be perfect but it's the best rain dance developed so far, there was that famous time when it worked...
 If you could show hunter-gatherers a raindance that called on a different spirit and worked with perfect reliability, or, equivalently, a desalination plant, they'd probably chuck the old spirit right out the window.  Because there are no special rules for reasoning about it - nothing that denies the validity of the Elijah Test that the previous rain-dance just failed.  Faith is a post-agricultural concept.  Before you have chiefdoms where the priests are a branch of government, the gods aren't good, they don't enforce the chiefdom's rules, and there's no penalty for questioning them.
 And so the Untheist culture, when it invents science, simply concludes in a very ordinary way that rain turns out to be caused by condensation in clouds rather than rain spirits; and at once they say "Oops" and chuck the old superstitions out the window; because they only got as far as superstitions, and not as far as anti-epistemology.
 The Untheists don't know they're "atheists" because no one has ever told them what they're supposed to not believe in - nobody has invented a "high god" to be chief of the pantheon, let alone monolatry or monotheism.
 However, the Untheists do know that they don't believe in tree spirits.  And we shall even suppose that the Untheists don't believe in tree spirits, because they have a sophisticated and good epistemology - they understand why it is in general a bad idea to postulate ontologically basic mental entities.
 So if you come up to the Untheists and say:
 "The universe was created by God -"
 "By what?"
 "By a, ah, um, God is the Creator - the Mind that chose to make the universe -"
 "So the universe was created by an intelligent agent.  Well, that's the standard Simulation Hypothesis, but do you have actual evidence confirming this?  You sounded very certain -"
 "No, not like the Matrix!  God isn't in another universe simulating this one, God just... is.  He's indescribable.  He's the First Cause, the Creator of everything -"
 "Okay, that sounds like you just postulated an ontologically basic mental entity.  And you offered a mysterious answer to a mysterious question.  Besides, where are you getting all this stuff?  Could you maybe start by telling us about your evidence - the new observation you're trying to interpret?"
 "I don't need any evidence!  I have faith!"
 "You have what?"
 And at this very moment the Untheists have become, for the first time, Atheists.  And what they just acquired, between the two points, was Antitheism - explicit arguments against explicit theism.  You can be an Untheist without ever having heard of God, but you can't be an Antitheist.
 Of course the Untheists are not inventing new rules to refute God, just applying their standard epistemological guidelines that their civilization developed in the course of rejecting, say, vitalism.  But then that's just what we rationalist folk claim antitheism is supposed to be, in our own world: a strictly standard analysis of religion which turns out to issue a strong rejection - both epistemically and morally, and not after too much time.  Every antitheist argument is supposed to be a special case of general rules of epistemology and morality which ought to have applications beyond religion - visible in the encounters of science with vitalism, say.
 With this distinction in hand, you can make a bit more sense of some modern debates - for example, "Why care so much about God not existing?" could become "What is the public benefit from publicizing antitheism?"  Or "What good is it to just be against something?  Where is the positive agenda?" becomes "Less antitheism and more untheism in our atheism, please!"  And "Babies are born atheists", which sounds a bit odd, is now understood to sound odd because babies have no grasp of antitheism.
 And as for the claim that religion is compatible with Reason - well, is there a single religious claim that a well-developed, sophisticated Untheist culture would not reject?  When they have no reason to suspend judgment, and no anti-epistemology of separate magisteria, and no established religions in their society to avoid upsetting?
 There's nothing inherently fulfilling about arguing against Goddism - in a society of Untheists, no one would ever give the issue a second thought.  But in this world, at least, insanity is not a good thing, and sanity is worth defending, and explicit antitheism by the likes of Richard Dawkins would surely be a public service conditioning on the proposition of it actually working.  (Which it may in fact be doing; the next generation is growing up increasingly atheist.)  Yet in the long run, the goal is an Untheistic society, not an Atheistic one - one in which the question "What's left, when God is gone?" is greeted by a puzzled look and "What exactly is missing?"
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Bloggingheads: Yudkowsky and Horgan
Eliezer Yudkowsky, 07 June 2008 10:09PM
I appear today on Bloggingheads.tv, in "Science Saturday: Singularity Edition", speaking with John Horgan about the Singularity.  I talked too much.  This episode needed to be around two hours longer.
 One question I fumbled at 62:30 was "What's the strongest opposition you've seen to Singularity ideas?"  The basic problem is that nearly everyone who attacks the Singularity is either completely unacquainted with the existing thinking, or they attack Kurzweil, and in any case it's more a collection of disconnected broadsides (often mostly ad hominem) than a coherent criticism.  There's no equivalent in Singularity studies of Richard Jones's critique of nanotechnology - which I don't agree with, but at least Jones has read Drexler.  People who don't buy the Singularity don't put in the time and hard work to criticize it properly.
 What I should have done, though, was interpreted the question more charitably as "What's the strongest opposition to strong AI or transhumanism?" in which case there's Sir Roger Penrose, Jaron Lanier, Leon Kass, and many others.  None of these are good arguments - or I would have to accept them! - but at least they are painstakingly crafted arguments, and something like organized opposition.

Original with comments: Bloggingheads: Yudkowsky and Horgan
How Many LHC Failures Is Too Many?
Eliezer Yudkowsky, 20 September 2008 09:38PM
Recently the Large Hadron Collider was damaged by a mechanical failure.  This requires the collider to be warmed up, repaired, and then cooled down again, so we're looking at a two-month delay.
 Inevitably, many commenters said, "Anthropic principle!  If the LHC had worked, it would have produced a black hole or strangelet or vacuum failure, and we wouldn't be here!"
 This remark may be somewhat premature, since I don't think we're yet at the point in time when the LHC would have started producing collisions if not for this malfunction.  However, a few weeks(?) from now, the "Anthropic!" hypothesis will start to make sense, assuming it can make sense at all.  (Does this mean we can foresee executing a future probability update, but can't go ahead and update now?)
 As you know, I don't spend much time worrying about the Large Hadron Collider when I've got much larger existential-risk-fish to fry.  However, there's an exercise in probability theory (which I first picked up from E.T. Jaynes) along the lines of, "How many times does a coin have to come up heads before you believe the coin is fixed?"  This tells you how low your prior probability is for the hypothesis.  If a coin comes up heads only twice, that's definitely not a good reason to believe it's fixed, unless you already suspected from the beginning.  But if it comes up heads 100 times, it's taking you too long to notice.
 So - taking into account the previous cancellation of the Superconducting Supercollider (SSC) - how many times does the LHC have to fail before you'll start considering an anthropic explanation?  10?  20?  50?
 After observing empirically that the LHC had failed 100 times in a row, would you endorse a policy of keeping the LHC powered up, but trying to fire it again only in the event of, say, nuclear terrorism or a global economic crash?
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The Meaning of Right
Eliezer Yudkowsky, 29 July 2008 01:28AM
Continuation of:  Changing Your Metaethics, Setting Up Metaethics
Followup to:  Does Your Morality Care What You Think?, The Moral Void, Probability is Subjectively Objective, Could Anything Be Right?, The Gift We Give To Tomorrow, Rebelling Within Nature, Where Recursive Justification Hits Bottom, ...
 (The culmination of a long series of Overcoming Bias posts; if you start here, I accept no responsibility for any resulting confusion, misunderstanding, or unnecessary angst.)
 What is morality?  What does the word "should", mean?  The many pieces are in place:  This question I shall now dissolve.
 The key - as it has always been, in my experience so far - is to understand how a certain cognitive algorithm feels from inside.  Standard procedure for righting a wrong question:  If you don't know what right-ness is, then take a step beneath and ask how your brain labels things "right".
 It is not the same question - it has no moral aspects to it, being strictly a matter of fact and cognitive science.  But it is an illuminating question.  Once we know how our brain labels things "right", perhaps we shall find it easier, afterward, to ask what is really and truly right.
 But with that said - the easiest way to begin investigating that question, will be to jump back up to the level of morality and ask what seems right.  And if that seems like too much recursion, get used to it - the other 90% of the work lies in handling recursion properly.
 (Should you find your grasp on meaningfulness wavering, at any time following, check Changing Your Metaethics for the appropriate prophylactic.)
 
 So!  In order to investigate how the brain labels things "right", we are going to start out by talking about what is right.  That is, we'll start out wearing our morality-goggles, in which we consider morality-as-morality and talk about moral questions directly.  As opposed to wearing our reduction-goggles, in which we talk about cognitive algorithms and mere physics.  Rigorously distinguishing between these two views is the first step toward mating them together.
 As a first step, I offer this observation, on the level of morality-as-morality:  Rightness is contagious backward in time.
 Suppose there is a switch, currently set to OFF, and it is morally desirable for this switch to be flipped to ON.  Perhaps the switch controls the emergency halt on a train bearing down on a child strapped to the railroad tracks, this being my canonical example.  If this is the case, then, ceteris paribus and presuming the absence of exceptional conditions or further consequences that were not explicitly specified, we may consider it right that this switch should be flipped.
 If it is right to flip the switch, then it is right to pull a string that flips the switch.  If it is good to pull a string that flips the switch, it is right and proper to press a button that pulls the string:  Pushing the button seems to have more should-ness than not pushing it.
 It seems that - all else being equal, and assuming no other consequences or exceptional conditions which were not specified - value flows backward along arrows of causality.
 Even in deontological moralities, if you're obligated to save the child on the tracks, then you're obligated to press the button.  Only very primitive AI systems have motor outputs controlled by strictly local rules that don't model the future at all.  Duty-based or virtue-based ethics are only slightly less consequentialist than consequentialism.  It's hard to say whether moving your arm left or right is more virtuous without talking about what happens next.
  Among my readers, there may be some who presently assert - though I hope to persuade them otherwise - that the life of a child is of no value to them.  If so, they may substitute anything else that they prefer, at the end of the switch, and ask if they should press the button.
 But I also suspect that, among my readers, there are some who wonder if the true morality might be something quite different from what is presently believed among the human kind.  They may find it imaginable - plausible? - that human life is of no value, or negative value.  They may wonder if the goodness of human happiness, is as much a self-serving delusion as the justice of slavery.
 I myself was once numbered among these skeptics, because I was always very suspicious of anything that looked self-serving.
 Now here's a little question I never thought to ask, during those years when I thought I knew nothing about morality:
 Could make sense to have a morality in which, if we should save the child from the train tracks, then we should not flip the switch, should pull the string, and should not push the button, so that, finally, we do not push the button?
 Or perhaps someone says that it is better to save the child, than to not save them; but doesn't see why anyone would think this implies it is better to press the button than not press it.  (Note the resemblance to the Tortoise who denies modus ponens.)
 It seems imaginable, to at least some people, that entirely different things could be should.  It didn't seem nearly so imaginable, at least to me, that should-ness could fail to flow backward in time.  When I was trying to question everything else, that thought simply did not occur to me.
 Can you question it?  Should you?
 
 Every now and then, in the course of human existence, we question what should be done and what is right to do, what is better or worse; others come to us with assertions along these lines, and we question them, asking "Why is it right?"  Even when we believe a thing is right (because someone told us that it is, or because we wordlessly feel that it is) we may still question why it is right.
 Should-ness, it seems, flows backward in time.  This gives us one way to question why or whether a particular event has the should-ness property.  We can look for some consequence that has the should-ness property.  If so, the should-ness of the original event seems to have been plausibly proven or explained.
 Ah, but what about the consequence - why is it should?  Someone comes to you and says, "You should give me your wallet, because then I'll have your money, and I should have your money."  If, at this point, you stop asking questions about should-ness, you're vulnerable to a moral mugging.
 So we keep asking the next question.  Why should we press the button?  To pull the string.  Why should we pull the string?  To flip the switch.  Why should we flip the switch?  To pull the child from the railroad tracks.  Why pull the child from the railroad tracks?  So that they live.  Why should the child live?
 Now there are people who, caught up in the enthusiasm, go ahead and answer that question in the same style: for example, "Because the child might eventually grow up and become a trade partner with you," or "Because you will gain honor in the eyes of others," or "Because the child may become a great scientist and help achieve the Singularity," or some such.  But even if we were to answer in this style, it would only beg the next question.
 Even if you try to have a chain of should stretching into the infinite future - a trick I've yet to see anyone try to pull, by the way, though I may be only ignorant of the breadths of human folly - then you would simply ask "Why that chain rather than some other?"
 Another way that something can be should, is if there's a general rule that makes it should.  If your belief pool starts out with the general rule "All children X:  It is better for X to live than to die", then it is quite a short step to "It is better for Stephanie to live than to die".  Ah, but why save all children?  Because they may all become trade partners or scientists?  But then where did that general rule come from?
 If should-ness only comes from should-ness - from a should-consequence, or from a should-universal - then how does anything end up should in the first place?
 Now human beings have argued these issues for thousands of years and maybe much longer.  We do not hesitate to continue arguing when we reach a terminal value (something that has a charge of should-ness independently of its consequences).  We just go on arguing about the universals.
 I usually take, as my archetypal example, the undoing of slavery:  Somehow, slaves' lives went from having no value to having value.  Nor do I think that, back at the dawn of time, anyone was even trying to argue that slaves were better off being slaves (as it would be latter argued).  They'd probably have looked at you like you were crazy if you even tried.  Somehow, we got from there, to here...
 And some of us would even hold this up as a case of moral progress, and look at our ancestors as having made a moral error.  Which seems easy enough to describe in terms of should-ness:  Our ancestors thought that they should enslave defeated enemies, but they were mistaken.
 But all our philosophical arguments ultimately seem to ground in statements that no one has bothered to justify - except perhaps to plead that they are self-evident, or that any reasonable mind must surely agree, or that they are a priori truths, or some such.  Perhaps, then, all our moral beliefs are as erroneous as that old bit about slavery?  Perhaps we have entirely misperceived the flowing streams of should?
 So I once believed was plausible; and one of the arguments I wish I could go back and say to myself, is, "If you know nothing at all about should-ness, then how do you know that the procedure, 'Do whatever Emperor Ming says' is not the entirety of should-ness?  Or even worse, perhaps, the procedure, 'Do whatever maximizes inclusive genetic fitness' or 'Do whatever makes you personally happy'."  The point here would have been to make my past self see that in rejecting these rules, he was asserting a kind of knowledge - that to say, "This is not morality," he must reveal that, despite himself, he knows something about morality or meta-morality.  Otherwise, the procedure "Do whatever Emperor Ming says" would seem just as plausible, as a guiding principle, as his current path of "Rejecting things that seem unjustified."  Unjustified - according to what criterion of justification?  Why trust the principle that says that moral statements need to be justified, if you know nothing at all about morality?
 What indeed would distinguish, at all, the question "What is right?" from "What is wrong?"
 What is "right", if you can't say "good" or "desirable" or "better" or "preferable" or "moral" or "should"?  What happens if you try to carry out the operation of replacing the symbol with what it stands for?
 If you're guessing that I'm trying to inveigle you into letting me say:  "Well, there are just some things that are baked into the question, when you start asking questions about morality, rather than wakalixes or toaster ovens", then you would be right.  I'll be making use of that later, and, yes, will address "But why should we ask that question?"
 Okay, now: morality-goggles off, reduction-goggles on.
 Those who remember Possibility and Could-ness, or those familiar with simple search techniques in AI, will realize that the "should" label is behaving like the inverse of the "could" label, which we previously analyzed in terms of "reachability".  Reachability spreads forward in time: if I could reach the state with the button pressed, I could reach the state with the string pulled; if I could reach the state with the string pulled, I could reach the state with the switch flipped.
 Where the "could" label and the "should" label collide, the algorithm produces a plan.
  Now, as I say this, I suspect that at least some readers may find themselves fearing that I am about to reduce should-ness to a mere artifact of a way that a planning system feels from inside.  Once again I urge you to check Changing Your Metaethics, if this starts to happen.  Remember above all the Moral Void:  Even if there were no morality, you could still choose to help people rather than hurt them.  This, above all, holds in place what you hold precious, while your beliefs about the nature of morality change.
 I do not intend, with this post, to take away anything of value; it will all be given back before the end.
 
 Now this algorithm is not very sophisticated, as AI algorithms go, but to apply it in full generality - to learned information, not just ancestrally encountered, genetically programmed situations - is a rare thing among animals.  Put a food reward in a transparent box.  Put the matching key, which looks unique and uniquely corresponds to that box, in another transparent box.  Put the unique key to that box in another box.  Do this with five boxes.  Mix in another sequence of five boxes that doesn't lead to a food reward.  Then offer a choice of two keys, one of which starts the sequence of five boxes leading to food, one of which starts the sequence leading nowhere.
 Chimpanzees can learn to do this, but so far as I know, no non-primate species can pull that trick.
 And as smart as chimpanzees are, they are not quite as good as humans at inventing plans - plans such as, for example, planting in the spring to harvest in the fall.
 So what else are humans doing, in the way of planning?
 It is a general observation that natural selection seems to reuse existing complexity, rather than creating things from scratch, whenever it possibly can - though not always in the same way that a human engineer would.  It is a function of the enormous time required for evolution to create machines with many interdependent parts, and the vastly shorter time required to create a mutated copy of something already evolved.
 What else are humans doing?  Quite a bit, and some of it I don't understand - there are plans humans make, that no modern-day AI can.
 But one of the things we are doing, is reasoning about "right-ness" the same way we would reason about any other observable property.
 Are animals with bright colors often poisonous?  Does the delicious nid-nut grow only in the spring?  Is it usually a good idea to take with a waterskin on long hunts?
 It seems that Martha and Fred have an obligation to take care of their child, and Jane and Bob are obligated to take care of their child, and Susan and Wilson have a duty to care for their child.  Could it be that parents in general must take care of their children?
 By representing right-ness as an attribute of objects, you can recruit a whole previously evolved system that reasons about the attributes of objects.  You can save quite a lot of planning time, if you decide (based on experience) that in general it is a good idea to take a waterskin on hunts, from which it follows that it must be a good idea to take a waterskin on hunt #342.
 Is this damnable for a Mind Projection Fallacy - treating properties of the mind as if they were out there in the world?
 Depends on how you look at it.
 This business of, "It's been a good idea to take waterskins on the last three hunts, maybe it's a good idea in general, if so it's a good idea to take a waterskin on this hunt", does seem to work.
 Let's say that your mind, faced with any countable set of objects, automatically and perceptually tagged them with their remainder modulo 5.  If you saw a group of 17 objects, for example, they would look remainder-2-ish.  Though, if you didn't have any notion of what your neurons were doing, and perhaps no notion of modulo arithmetic, you would only see that the group of 17 objects had the same remainder-ness as a group of 2 objects.  You might not even know how to count - your brain doing the whole thing automatically, subconsciously and neurally - in which case you would just have five different words for the remainder-ness attributes that we would call 0, 1, 2, 3, and 4.
 If you look out upon the world you see, and guess that remainder-ness is a separate and additional attribute of things - like the attribute of having an electric charge - or like a tiny little XML tag hanging off of things - then you will be wrong.  But this does not mean it is nonsense to talk about remainder-ness, or that you must automatically commit the Mind Projection Fallacy in doing so.  So long as you've got a well-defined way to compute a property, it can have a well-defined output and hence an empirical truth condition.
 If you're looking at 17 objects, then their remainder-ness is, indeed and truly, 2, and not 0, 3, 4, or 1.  If I tell you, "Those red things you told me to look at are remainder-2-ish", you have indeed been told a falsifiable and empirical property of those red things.  It is just not a separate, additional, physically existent attribute.
 And as for reasoning about derived properties, and which other inherent or derived properties they correlate to - I don't see anything inherently fallacious about that.
 One may notice, for example, that things which are 7 modulo 10 are often also 2 modulo 5.  Empirical observations of this sort play a large role in mathematics, suggesting theorems to prove.  (See Polya's How To Solve It.)
 Indeed, virtually all the experience we have, is derived by complicated neural computations from the raw physical events impinging on our sense organs.  By the time you see anything, it has been extensively processed by the retina, lateral geniculate nucleus, visual cortex, parietal cortex, and temporal cortex, into a very complex sort of derived computational property.
 If you thought of a property like redness as residing strictly in an apple, you would be committing the Mind Projection Fallacy.  The apple's surface has a reflectance which sends out a mixture of wavelengths that impinge on your retina and are processed with respect to ambient light to extract a summary color of red...  But if you tell me that the apple is red, rather than green, and make no claims as to whether this is an ontologically fundamental physical attribute of the apple, then I am quite happy to agree with you.
 So as long as there is a stable computation involved, or a stable process - even if you can't consciously verbalize the specification - it often makes a great deal of sense to talk about properties that are not fundamental.  And reason about them, and remember where they have been found in the past, and guess where they will be found next.
  (In retrospect, that should have been a separate post in the Reductionism sequence.  "Derived Properties", or "Computational Properties" maybe.  Oh, well; I promised you morality this day, and this day morality you shall have.)
 
 Now let's say we want to make a little machine, one that will save the lives of children.  (This enables us to save more children than we could do without a machine, just like you can move more dirt with a shovel than by hand.)  The machine will be a planning machine, and it will reason about events that may or may not have the property, leads-to-child-living. 
 A simple planning machine would just have a pre-made model of the environmental process.  It would search forward from its actions, applying a label that we might call "reachable-from-action-ness", but which might as well say "Xybliz" internally for all that it matters to the program.  And it would search backward from scenarios, situations, in which the child lived, labeling these "leads-to-child-living".  If situation X leads to situation Y, and Y has the label "leads-to-child-living" - which might just be a little flag bit, for all the difference it would make - then X will inherit the flag from Y.  When the two labels meet in the middle, the leads-to-child-living flag will quickly trace down the stored path of reachability, until finally some particular sequence of actions ends up labeled "leads-to-child-living".  Then the machine automatically executes those actions - that's just what the machine does.
 Now this machine is not complicated enough to feel existential angst.  It is not complicated enough to commit the Mind Projection Fallacy.  It is not, in fact, complicated enough to reason abstractly about the property "leads-to-child-living-ness".  The machine - as specified so far - does not notice if the action "jump in the air" turns out to always have this property, or never have this property.  If "jump in the air" always led to situations in which the child lived, this could greatly simplify future planning - but only if the machine were sophisticated enough to notice this fact and use it.
 If it is a fact that "jump in the air" "leads-to-child-living-ness", this fact is composed of empirical truth and logical truth.  It is an empirical truth that if the world is such that if you perform the (ideal abstract) algorithm "trace back from situations where the child lives", then it will be a logical truth about the output of this (ideal abstract) algorithm that it labels the "jump in the air" action.
 (You cannot always define this fact in entirely empirical terms, by looking for the physical real-world coincidence of jumping and child survival.  It might be that "stomp left" also always saves the child, and the machine in fact stomps left.  In which case the fact that jumping in the air would have saved the child, is a counterfactual extrapolation.)
 Okay, now we're ready to bridge the levels.
 As you must surely have guessed by now, this should-ness stuff is how the human decision algorithm feels from inside.  It is not an extra, physical, ontologically fundamental attribute hanging off of events like a tiny little XML tag.
 But it is a moral question what we should do about that - how we should react to it.
 To adopt an attitude of complete nihilism, because we wanted those tiny little XML tags, and they're not physically there, strikes me as the wrong move.  It is like supposing that the absence of an XML tag, equates to the XML tag being there, saying in its tiny brackets what value we should attach, and having value zero.  And then this value zero, in turn, equating to a moral imperative to wear black, feel awful, write gloomy poetry, betray friends, and commit suicide.
 No.
 So what would I say instead?
 The force behind my answer is contained in The Moral Void and The Gift We Give To Tomorrow.  I would try to save lives "even if there were no morality", as it were.
 And it seems like an awful shame to - after so many millions and hundreds of millions of years of evolution - after the moral miracle of so much cutthroat genetic competition producing intelligent minds that love, and hope, and appreciate beauty, and create beauty - after coming so far, to throw away the Gift of morality, just because our brain happened to represent morality in such fashion as to potentially mislead us when we reflect on the nature of morality.
 This little accident of the Gift doesn't seem like a good reason to throw away the Gift; it certainly isn't a inescapable logical justification for wearing black.
 Why not keep the Gift, but adjust the way we reflect on it?
 So here's my metaethics:
 I earlier asked,
  What is "right", if you can't say "good" or "desirable" or "better" or "preferable" or "moral" or "should"?  What happens if you try to carry out the operation of replacing the symbol with what it stands for?
 
 I answer that if you try to replace the symbol "should" with what it stands for, you end up with quite a large sentence.
 For the much simpler save-life machine, the "should" label stands for leads-to-child-living-ness.
 For a human this is a much huger blob of a computation that looks like, "Did everyone survive?  How many people are happy?  Are people in control of their own lives? ..."  Humans have complex emotions, have many values - the thousand shards of desire, the godshatter of natural selection.  I would say, by the way, that the huge blob of a computation is not just my present terminal values (which I don't really have - I am not a consistent expected utility maximizers); the huge blob of a computation includes the specification of those moral arguments, those justifications, that would sway me if I heard them.  So that I can regard my present values, as an approximation to the ideal morality that I would have if I heard all the arguments, to whatever extent such an extrapolation is coherent.
 No one can write down their big computation; it is not just too large, it is also unknown to its user.  No more could you print out a listing of the neurons in your brain.  You never mention your big computation - you only use it, every hour of every day.
 Now why might one identify this enormous abstract computation, with what-is-right?
 If you identify rightness with this huge computational property, then moral judgments are subjunctively objective (like math), subjectively objective (like probability), and capable of being true (like counterfactuals).
 You will find yourself saying, "If I wanted to kill someone - even if I thought it was right to kill someone - that wouldn't make it right."  Why?  Because what is right is a huge computational property - an abstract computation - not tied to the state of anyone's brain, including your own brain.
 This distinction was introduced earlier in 2-Place and 1-Place Words.  We can treat the word "sexy" as a 2-place function that goes out and hoovers up someone's sense of sexiness, and then eats an object of admiration.  Or we can treat the word "sexy" as meaning a 1-place function, a particular sense of sexiness, like Sexiness_20934, that only accepts one argument, an object of admiration.
 Here we are treating morality as a 1-place function.  It does not accept a person as an argument, spit out whatever cognitive algorithm they use to choose between actions, and then apply that algorithm to the situation at hand.  When I say right, I mean a certain particular 1-place function that just asks, "Did the child live?  Did anyone else get killed?  Are people happy?  Are they in control of their own lives?  Has justice been served?" ... and so on through many, many other elements of rightness.  (And perhaps those arguments that might persuade me otherwise, which I have not heard.)
 Hence the notion, "Replace the symbol with what it stands for."
 Since what's right is a 1-place function, if I subjunctively imagine a world in which someone has slipped me a pill that makes me want to kill people, then, in this subjunctive world, it is not right to kill people.  That's not merely because I'm judging with my current brain.  It's because when I say right, I am referring to a 1-place function.  Rightness doesn't go out and hoover up the current state of my brain, in this subjunctive world, before producing the judgment "Oh, wait, it's now okay to kill people."  When I say right, I don't mean "that which my future self wants", I mean the function that looks at a situation and asks, "Did anyone get killed?  Are people happy?  Are they in control of their own lives?  ..."
 And once you've defined a particular abstract computation that says what is right - or even if you haven't defined it, and it's computed in some part of your brain you can't perfectly print out, but the computation is stable - more or less - then as with any other derived property, it makes sense to speak of a moral judgment being true. If I say that today was a good day, you've learned something empirical and falsifiable about my day - if it turns out that actually my grandmother died, you will suspect that I was originally lying.
 The apparent objectivity of morality has just been explained - and not explained away.  For indeed, if someone slipped me a pill that made me want to kill people, nonetheless, it would not be right to kill people.  Perhaps I would actually kill people, in that situation - but that is because something other than morality would be controlling my actions.
 Morality is not just subjunctively objective, but subjectively objective.  I experience it as something I cannot change.  Even after I know that it's myself who computes this 1-place function, and not a rock somewhere - even after I know that I will not find any star or mountain that computes this function, that only upon me is it written - even so, I find that I wish to save lives, and that even if I could change this by an act of will, I would not choose to do so.  I do not wish to reject joy, or beauty, or freedom.  What else would I do instead?  I do not wish to reject the Gift that natural selection accidentally barfed into me.  This is the principle of The Moral Void and The Gift We Give To Tomorrow.
 Our origins may seem unattractive, our brains untrustworthy.
 But love has to enter the universe somehow, starting from non-love, or love cannot enter time.
 And if our brains are untrustworthy, it is only our own brains that say so.  Do you sometimes think that human beings are not very nice?  Then it is you, a human being, who says so.  It is you, a human being, who judges that human beings could do better.  You will not find such written upon the stars or the mountains: they are not minds, they cannot think.
 In this, of course, we find a justificational strange loop through the meta-level.  Which is unavoidable so far as I can see - you can't argue morality, or any kind of goal optimization, into a rock.  But note the exact structure of this strange loop: there is no general moral principle which says that you should do what evolution programmed you to do.  There is, indeed, no general principle to trust your moral intuitions!  You can find a moral intuition within yourself, describe it - quote it - consider it deliberately and in the full light of your entire morality, and reject it, on grounds of other arguments.  What counts as an argument is also built into the rightness-function.
 Just as, in the strange loop of rationality, there is no general principle in rationality to trust your brain, or to believe what evolution programmed you to believe - but indeed, when you ask which parts of your brain you need to rebel against, you do so using your current brain.  When you ask whether the universe is simple, you can consider the simple hypothesis that the universe's apparent simplicity is explained by its actual simplicity.
 Rather than trying to unwind ourselves into rocks, I proposed that we should use the full strength of our current rationality, in reflecting upon ourselves - that no part of ourselves be immune from examination, and that we use all of ourselves that we currently believe in to examine it.
 You would do the same thing with morality; if you consider that a part of yourself might be considered harmful, then use your best current guess at what is right, your full moral strength, to do the considering.  Why should we want to unwind ourselves to a rock?  Why should we do less than our best, when reflecting?  You can't unwind past Occam's Razor, modus ponens, or morality and it's not clear why you should try.
 For any part of rightness, you can always imagine another part that overrides it - it would not be right to drag the child from the train tracks, if this resulted in everyone on Earth becoming unable to love - or so I would judge.  For every part of rightness you examine, you will find that it cannot be the sole and perfect and only criterion of rightness.  This may lead to the incorrect inference that there is something beyond, some perfect and only criterion from which all the others are derived - but that does not follow.  The whole is the sum of the parts.  We ran into an analogous situation with free will, where no part of ourselves seems perfectly decisive.
 The classic dilemma for those who would trust their moral intuitions, I believe, is the one who says:  "Interracial marriage is repugnant - it disgusts me - and that is my moral intuition!"  I reply, "There is no general rule to obey your intuitions.  You just mentioned intuitions, rather than using them.  Very few people have legitimate cause to mention intuitions - Friendly AI programmers, for example, delving into the cognitive science of things, have a legitimate reason to mention them.  Everyone else just has ordinary moral arguments, in which they use their intuitions, for example, by saying, 'An interracial marriage doesn't hurt anyone, if both parties consent'.  I do not say, 'And I have an intuition that anything consenting adults do is right, and all intuitions must be obeyed, therefore I win.'  I just offer up that argument, and any others I can think of, to weigh in the balance."
 Indeed, evolution that made us cannot be trusted - so there is no general principle to trust it!  Rightness is not defined in terms of automatic correspondence to any possible decision we actually make - so there's no general principle that says you're infallible!  Just do what is, ahem, right - to the best of your ability to weigh the arguments you have heard, and ponder the arguments you may not have heard.
 If you were hoping to have a perfectly trustworthy system, or to have been created in correspondence with a perfectly trustworthy morality - well, I can't give that back to you; but even most religions don't try that one.  Even most religions have the human psychology containing elements of sin, and even most religions don't actually give you an effectively executable and perfect procedure, though they may tell you "Consult the Bible!  It always works!"
 If you hoped to find a source of morality outside humanity - well, I can't give that back, but I can ask once again:  Why would you even want that?  And what good would it do?  Even if there were some great light in the sky - something that could tell us, "Sorry, happiness is bad for you, pain is better, now get out there and kill some babies!" - it would still be your own decision to follow it.  You cannot evade responsibility.
 There isn't enough mystery left to justify reasonable doubt as to whether the causal origin of morality is something outside humanity.  We have evolutionary psychology.  We know where morality came from.  We pretty much know how it works, in broad outline at least.  We know there are no little XML value tags on electrons (and indeed, even if you found them, why should you pay attention to what is written there?)
 If you hoped that morality would be universalizable - sorry, that one I really can't give back.  Well, unless we're just talking about humans.  Between neurologically intact humans, there is indeed much cause to hope for overlap and coherence; and a great and reasonable doubt as to whether any present disagreement is really unresolvable, even it seems to be about "values".  The obvious reason for hope is the psychological unity of humankind, and the intuitions of symmetry, universalizability, and simplicity that we execute in the course of our moral arguments.  (In retrospect, I should have done a post on Interpersonal Morality before this...)
 If I tell you that three people have found a pie and are arguing about how to divide it up, the thought "Give one-third of the pie to each" is bound to occur to you - and if the three people are humans, it's bound to occur to them, too.  If one of them is a psychopath and insists on getting the whole pie, though, there may be nothing for it but to say:  "Sorry, fairness is not 'what everyone thinks is fair', fairness is everyone getting a third of the pie".  You might be able to resolve the remaining disagreement by politics and game theory, short of violence - but that is not the same as coming to agreement on values.  (Maybe you could persuade the psychopath that taking a pill to be more human, if one were available, would make them happier?  Would you be justified in forcing them to swallow the pill?  These get us into stranger waters that deserve a separate post.)
 If I define rightness to include the space of arguments that move me, then when you and I argue about what is right, we are arguing our approximations to what we would come to believe if we knew all empirical facts and had a million years to think about it - and that might be a lot closer than the present and heated argument.  Or it might not.  This gets into the notion of 'construing an extrapolated volition' which would be, again, a separate post.
 But if you were stepping outside the human and hoping for moral arguments that would persuade any possible mind, even a mind that just wanted to maximize the number of paperclips in the universe, then sorry - the space of possible mind designs is too large to permit universally compelling arguments.  You are better off treating your intuition that your moral arguments ought to persuade others, as applying only to other humans who are more or less neurologically intact.  Trying it on human psychopaths would be dangerous, yet perhaps possible.  But a paperclip maximizer is just not the sort of mind that would be moved by a moral argument.  (This will definitely be a separate post.)
 Once, in my wild and reckless youth, I tried dutifully - I thought it was my duty - to be ready and willing to follow the dictates of a great light in the sky, an external objective morality, when I discovered it.  I questioned everything, even altruism toward human lives, even the value of happiness.  Finally I realized that there was no foundation but humanity - no evidence pointing to even a reasonable doubt that there was anything else - and indeed I shouldn't even want to hope for anything else - and indeed would have no moral cause to follow the dictates of a light in the sky, even if I found one.
 I didn't get back immediately all the pieces of myself that I had tried to deprecate - it took time for the realization "There is nothing else" to sink in.  The notion that humanity could just... you know... live and have fun... seemed much too good to be true, so I mistrusted it.  But eventually, it sank in that there really was nothing else to take the place of beauty.  And then I got it back.
 So you see, it all really does add up to moral normality, very exactly in fact.  You go on with the same morals as before, and the same moral arguments as before.  There is no sudden Grand Overlord Procedure to which you can appeal to get a perfectly trustworthy answer.  You don't know, cannot print out, the great rightness-function; and even if you could, you would not have enough computational power to search the entire specified space of arguments that might move you.  You will just have to argue it out.
 I suspect that a fair number of those who propound metaethics do so in order to have it add up to some new and unusual moral - else why would they bother?  In my case, I bother because I am a Friendly AI programmer and I have to make a physical system outside myself do what's right; for which purpose metaethics becomes very important indeed.  But for the most part, the effect of my proffered metaethic is threefold:
 	Anyone worried that reductionism drains the meaning from existence can stop worrying;
 	Anyone who was rejecting parts of their human existence based on strange metaethics - i.e., "Why should I care about others, if that doesn't help me maximize my inclusive genetic fitness?" - can welcome back all the parts of themselves that they once exiled.
 	You can stop arguing about metaethics, and go back to whatever ordinary moral argument you were having before then.  This knowledge will help you avoid metaethical mistakes that mess up moral arguments, but you can't actually use it to settle debates unless you can build a Friendly AI.
 
And, oh yes - why is it right to save a child's life?
 Well... you could ask "Is this event that just happened, right?" and find that the child had survived, in which case you would have discovered the nonobvious empirical fact about the world, that it had come out right.
 Or you could start out already knowing a complicated state of the world, but still have to apply the rightness-function to it in a nontrivial way - one involving a complicated moral argument, or extrapolating consequences into the future - in which case you would learn the nonobvious logical / computational fact that rightness, applied to this situation, yielded thumbs-up.
 In both these cases, there are nonobvious facts to learn, which seem to explain why what just happened is right.
 But if you ask "Why is it good to be happy?" and then replace the symbol 'good' with what it stands for, you'll end up with a question like "Why does happiness match {happiness + survival + justice + individuality + ...}?"  This gets computed so fast, that it scarcely seems like there's anything there to be explained.  It's like asking "Why does 4 = 4?" instead of "Why does 2 + 2 = 4?"
 Now, I bet that feels quite a bit like what happens when I ask you:  "Why is happiness good?"
 Right?
 And that's also my answer to Moore's Open Question.  Why is this big function I'm talking about, right?  Because when I say "that big function", and you say "right", we are dereferencing two different pointers to the same unverbalizable abstract computation.  I mean, that big function I'm talking about, happens to be the same thing that labels things right in your own brain.  You might reflect on the pieces of the quotation of the big function, but you would start out by using your sense of right-ness to do it.  If you had the perfect empirical knowledge to taboo both "that big function" and "right", substitute what the pointers stood for, and write out the full enormity of the resulting sentence, it would come out as... sorry, I can't resist this one... A=A.
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 From when I was still forced to attend, I remember our synagogue's annual fundraising appeal.  It was a simple enough format, if I recall correctly.  The rabbi and the treasurer talked about the shul's expenses and how vital this annual fundraise was, and then the synagogue's members called out their pledges from their seats.
 Straightforward, yes?
 Let me tell you about a different annual fundraising appeal.  One that I ran, in fact; during the early years of a nonprofit organization that may not be named.  One difference was that the appeal was conducted over the Internet.  And another difference was that the audience was largely drawn from the atheist/libertarian/technophile/sf-fan/early-adopter/programmer/etc crowd.  (To point in the rough direction of an empirical cluster in personspace.  If you understood the phrase "empirical cluster in personspace" then you know who I'm talking about.)
 I crafted the fundraising appeal with care.  By my nature I'm too proud to ask other people for help; but I've gotten over around 60% of that reluctance over the years.  The nonprofit needed money and was growing too slowly, so I put some force and poetry into that year's annual appeal.  I sent it out to several mailing lists that covered most of our potential support base.
 And almost immediately, people started posting to the mailing lists about why they weren't going to donate.  Some of them raised basic questions about the nonprofit's philosophy and mission.  Others talked about their brilliant ideas for all the other sources that the nonprofit could get funding from, instead of them.  (They didn't volunteer to contact any of those sources themselves, they just had ideas for how we could do it.)
 Now you might say, "Well, maybe your mission and philosophy did have basic problems - you wouldn't want to censor that discussion, would you?"
 Hold on to that thought.
 Because people were donating.  We started getting donations right away, via Paypal.  We even got congratulatory notes saying how the appeal had finally gotten them to start moving.  A donation of $111.11 was accompanied by a message saying, "I decided to give **** a little bit more.  One more hundred, one more ten, one more single, one more dime, and one more penny.  All may not be for one, but this one is trying to be for all."
 But none of those donors posted their agreement to the mailing list.  Not one.
 
 So far as any of those donors knew, they were alone.  And when they tuned in the next day, they discovered not thanks, but arguments for why they shouldn't have donated.  The criticisms, the justifications for not donating - only those were displayed proudly in the open.
 As though the treasurer had finished his annual appeal, and everyone not making a pledge had proudly stood up to call out justifications for refusing; while those making pledges whispered them quietly, so that no one could hear.
 I know someone with a rationalist cause who goes around plaintively asking, "How come the Raelian flying-saucer cult can get tens of thousands of members [probably around 40,000] interested in complete nonsense, but we can't even get a thousand people working on this?"
 The obvious wrong way to finish this thought is to say, "Let's do what the Raelians do!  Let's add some nonsense to this meme!"  For the benefit of those not immediately stopped by their ethical inhibitions, I will observe that there may be a hundred failed flying-saucer cults for every one that becomes famous.  And the Dark Side may require non-obvious skills, which you, yes you, do not have:  Not everyone can be a Sith Lord.  In particular, if you talk about your planned lies on the public Internet, you fail.  I'm no master criminal, but even I can tell certain people are not cut out to be crooks.
 So it's probably not a good idea to cultivate a sense of violated entitlement at the thought that some other group, who you think ought to be inferior to you, has more money and followers.  That path leads to - pardon the expression - the Dark Side.
 But it probably does make sense to start asking ourselves some pointed questions, if supposed "rationalists" can't manage to coordinate as well as a flying-saucer cult.
 How do things work on the Dark Side?
 The respected leader speaks, and there comes a chorus of pure agreement: if there are any who harbor inward doubts, they keep them to themselves.  So all the individual members of the audience see this atmosphere of pure agreement, and they feel more confident in the ideas presented - even if they, personally, harbored inward doubts, why, everyone else seems to agree with it.
 ("Pluralistic ignorance" is the standard label for this.)
 If anyone is still unpersuaded after that, they leave the group (or in some places, are executed) - and the remainder are more in agreement, and reinforce each other with less interference.
 (I call that "evaporative cooling of groups".)
 The ideas themselves, not just the leader, generate unbounded enthusiasm and praise.  The halo effect is that perceptions of all positive qualities correlate - e.g. telling subjects about the benefits of a food preservative made them judge it as lower-risk, even though the quantities were logically uncorrelated.  This can create a positive feedback effect that makes an idea seem better and better and better, especially if criticism is perceived as traitorous or sinful.
 (Which I term the "affective death spiral".)
 So these are all examples of strong Dark Side forces that can bind groups together.
 And presumably we would not go so far as to dirty our hands with such...
 Therefore, as a group, the Light Side will always be divided and weak.  Atheists, libertarians, technophiles, nerds, science-fiction fans, scientists, or even non-fundamentalist religions, will never be capable of acting with the fanatic unity that animates radical Islam.  Technological advantage can only go so far; your tools can be copied or stolen, and used against you.  In the end the Light Side will always lose in any group conflict, and the future inevitably belongs to the Dark.
 I think that one's reaction to this prospect says a lot about their attitude towards "rationality".
 Some "Clash of Civilizations" writers seem to accept that the Enlightenment is destined to lose out in the long run to radical Islam, and sigh, and shake their heads sadly.  I suppose they're trying to signal their cynical sophistication or something.
 For myself, I always thought - call me loony - that a true rationalist ought to be effective in the real world.
 So I have a problem with the idea that the Dark Side, thanks to their pluralistic ignorance and affective death spirals, will always win because they are better coordinated than us.
 You would think, perhaps, that real rationalists ought to be more coordinated?  Surely all that unreason must have its disadvantages?  That mode can't be optimal, can it?
 And if current "rationalist" groups cannot coordinate - if they can't support group projects so well as a single synagogue draws donations from its members - well, I leave it to you to finish that syllogism.
 There's a saying I sometimes use:  "It is dangerous to be half a rationalist."
 For example, I can think of ways to sabotage someone's intelligence by selectively teaching them certain methods of rationality.  Suppose you taught someone a long list of logical fallacies and cognitive biases, and trained them to spot those fallacies in biases in other people's arguments.  But you are careful to pick those fallacies and biases that are easiest to accuse others of, the most general ones that can easily be misapplied.  And you do not warn them to scrutinize arguments they agree with just as hard as they scrutinize incongruent arguments for flaws.  So they have acquired a great repertoire of flaws of which to accuse only arguments and arguers who they don't like.  This, I suspect, is one of the primary ways that smart people end up stupid.  (And note, by the way, that I have just given you another Fully General Counterargument against smart people whose arguments you don't like.)
 Similarly, if you wanted to ensure that a group of "rationalists" never accomplished any task requiring more than one person, you could teach them only techniques of individual rationality, without mentioning anything about techniques of coordinated group rationality.
 I'll write more later (tomorrow?) on how I think rationalists might be able to coordinate better.  But today I want to focus on what you might call the culture of disagreement, or even, the culture of objections, which is one of the two major forces preventing the atheist/libertarian/technophile crowd from coordinating.
 Imagine that you're at a conference, and the speaker gives a 30-minute talk.  Afterward, people line up at the microphones for questions.  The first questioner objects to the graph used in slide 14 using a logarithmic scale; he quotes Tufte on The Visual Display of Quantitative Information.  The second questioner disputes a claim made in slide 3.  The third questioner suggests an alternative hypothesis that seems to explain the same data...
 Perfectly normal, right?  Now imagine that you're at a conference, and the speaker gives a 30-minute talk.  People line up at the microphone.
 The first person says, "I agree with everything you said in your talk, and I think you're brilliant."  Then steps aside.
 The second person says, "Slide 14 was beautiful, I learned a lot from it.  You're awesome."  Steps aside.
 The third person -
 Well, you'll never know what the third person at the microphone had to say, because by this time, you've fled screaming out of the room, propelled by a bone-deep terror as if Cthulhu had erupted from the podium, the fear of the impossibly unnatural phenomenon that has invaded your conference.
 Yes, a group which can't tolerate disagreement is not rational.  But if you tolerate only disagreement - if you tolerate disagreement but not agreement - then you also are not rational.  You're only willing to hear some honest thoughts, but not others.  You are a dangerous half-a-rationalist.
 We are as uncomfortable together as flying-saucer cult members are uncomfortable apart.  That can't be right either.  Reversed stupidity is not intelligence.
 Let's say we have two groups of soldiers.  In group 1, the privates are ignorant of tactics and strategy; only the sergeants know anything about tactics and only the officers know anything about strategy.  In group 2, everyone at all levels knows all about tactics and strategy.
 Should we expect group 1 to defeat group 2, because group 1 will follow orders, while everyone in group 2 comes up with better ideas than whatever orders they were given?
 In this case I have to question how much group 2 really understands about military theory, because it is an elementary proposition that an uncoordinated mob gets slaughtered.
 Doing worse with more knowledge means you are doing something very wrong.  You should always be able to at least implement the same strategy you would use if you are ignorant, and preferably do better.  You definitely should not do worse.  If you find yourself regretting your "rationality" then you should reconsider what is rational.
 On the other hand, if you are only half-a-rationalist, you can easily do worse with more knowledge.  I recall a lovely experiment which showed that politically opinionated students with more knowledge of the issues reacted less to incongruent evidence, because they had more ammunition with which to counter-argue only incongruent evidence.
 We would seem to be stuck in an awful valley of partial rationality where we end up more poorly coordinated than religious fundamentalists, able to put forth less effort than flying-saucer cultists.  True, what little effort we do manage to put forth may be better-targeted at helping people rather than the reverse - but that is not an acceptable excuse.
 If I were setting forth to systematically train rationalists, there would be lessons on how to disagree and lessons on how to agree, lessons intended to make the trainee more comfortable with dissent, and lessons intended to make them more comfortable with conformity.  One day everyone shows up dressed differently, another day they all show up in uniform.  You've got to cover both sides, or you're only half a rationalist.
 Can you imagine training prospective rationalists to wear a uniform and march in lockstep, and practice sessions where they agree with each other and applaud everything a speaker on a podium says?  It sounds like unspeakable horror, doesn't it, like the whole thing has admitted outright to being an evil cult?  But why is it not okay to practice that, while it is okay to practice disagreeing with everyone else in the crowd?  Are you never going to have to agree with the majority?
 Our culture puts all the emphasis on heroic disagreement and heroic defiance, and none on heroic agreement or heroic group consensus.  We signal our superior intelligence and our membership in the nonconformist community by inventing clever objections to others' arguments.  Perhaps that is why the atheist/libertarian/technophile/sf-fan/Silicon-Valley/programmer/early-adopter crowd stays marginalized, losing battles with less nonconformist factions in larger society.  No, we're not losing because we're so superior, we're losing because our exclusively individualist traditions sabotage our ability to cooperate.
 The other major component that I think sabotages group efforts in the atheist/libertarian/technophile/etcetera community, is being ashamed of strong feelings.  We still have the Spock archetype of rationality stuck in our heads, rationality as dispassion.  Or perhaps a related mistake, rationality as cynicism - trying to signal your superior world-weary sophistication by showing that you care less than others.  Being careful to ostentatiously, publicly look down on those so naive as to show they care strongly about anything.
 Wouldn't it make you feel uncomfortable if the speaker at the podium said that he cared so strongly about, say, fighting aging, that he would willingly die for the cause?
 But it is nowhere written in either probability theory or decision theory that a rationalist should not care.  I've looked over those equations and, really, it's not in there.
 The best informal definition I've ever heard of rationality is "That which can be destroyed by the truth should be."  We should aspire to feel the emotions that fit the facts, not aspire to feel no emotion.  If an emotion can be destroyed by truth, we should relinquish it.  But if a cause is worth striving for, then let us by all means feel fully its importance.
 Some things are worth dying for.  Yes, really!  And if we can't get comfortable with admitting it and hearing others say it, then we're going to have trouble caring enough - as well as coordinating enough - to put some effort into group projects.  You've got to teach both sides of it, "That which can be destroyed by the truth should be," and "That which the truth nourishes should thrive."
 I've heard it argued that the taboo against emotional language in, say, science papers, is an important part of letting the facts fight it out without distraction.  That doesn't mean the taboo should apply everywhere.  I think that there are parts of life where we should learn to applaud strong emotional language, eloquence, and poetry.  When there's something that needs doing, poetic appeals help get it done, and, therefore, are themselves to be applauded.
 We need to keep our efforts to expose counterproductive causes and unjustified appeals, from stomping on tasks that genuinely need doing.  You need both sides of it - the willingness to turn away from counterproductive causes, and the willingness to praise productive ones; the strength to be unswayed by ungrounded appeals, and the strength to be swayed by grounded ones.
 I think the synagogue at their annual appeal had it right, really.  They weren't going down row by row and putting individuals on the spot, staring at them and saying, "How much will you donate, Mr. Schwartz?"  People simply announced their pledges - not with grand drama and pride, just simple announcements - and that encouraged others to do the same.  Those who had nothing to give, stayed silent; those who had objections, chose some later or earlier time to voice them.  That's probably about the way things should be in a sane human community - taking into account that people often have trouble getting as motivated as they wish they were, and can be helped by social encouragement to overcome this weakness of will.
 But even if you disagree with that part, then let us say that both supporting and countersupporting opinions should have been publicly voiced.  Supporters being faced by an apparently solid wall of objections and disagreements - even if it resulted from their own uncomfortable self-censorship - is not group rationality.  It is the mere mirror image of what Dark Side groups do to keep their followers.  Reversed stupidity is not intelligence.
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You Provably Can't Trust Yourself
Eliezer Yudkowsky, 19 August 2008 08:35PM
Followup to:  Where Recursive Justification Hits Bottom, Löb's Theorem
 Peano Arithmetic seems pretty trustworthy.  We've never found a case where Peano Arithmetic proves a theorem T, and yet T is false in the natural numbers.  That is, we know of no case where []T ("T is provable in PA") and yet ~T ("not T").
 We also know of no case where first order logic is invalid:  We know of no case where first-order logic produces false conclusions from true premises.  (Whenever first-order statements H are true of a model, and we can syntactically deduce C from H, checking C against the model shows that C is also true.)
 Combining these two observations, it seems like we should be able to get away with adding a rule to Peano Arithmetic that says:
 All T:  ([]T -> T)
 But Löb's Theorem seems to show that as soon as we do that, everything becomes provable.  What went wrong?  How can we do worse by adding a true premise to a trustworthy theory?  Is the premise not true - does PA prove some theorems that are false?  Is first-order logic not valid - does it sometimes prove false conclusions from true premises?
Actually, there's nothing wrong with reasoning from the axioms of Peano Arithmetic plus the axiom schema "Anything provable in Peano Arithmetic is true."  But the result is a different system from PA, which we might call PA+1.  PA+1 does not reason from identical premises to PA; something new has been added.  So we can evade Löb's Theorem because PA+1 is not trusting itself - it is only trusting PA.
 If you are not previously familiar with mathematical logic, you might be tempted to say, "Bah!  Of course PA+1 is trusting itself!  PA+1 just isn't willing to admit it!  Peano Arithmetic already believes anything provable in Peano Arithmetic - it will already output anything provable in Peano Arithmetic as a theorem, by definition!  How does moving to PA+1 change anything, then?  PA+1 is just the same system as PA, and so by trusting PA, PA+1 is really trusting itself.  Maybe that dances around some obscure mathematical problem with direct self-reference, but it doesn't evade the charge of self-trust."
 But PA+1 and PA really are different systems; in PA+1 it is possible to prove true statements about the natural numbers that are not provable in PA.  If you're familiar with mathematical logic, you know this is because some nonstandard models of PA are ruled out in PA+1.  Otherwise you'll have to take my word that Peano Arithmetic doesn't fully describe the natural numbers, and neither does PA+1, but PA+1 characterizes the natural numbers slightly better than PA.
 The deeper point is the enormous gap, the tremendous difference, between having a system just like PA except that it trusts PA, and a system just like PA except that it trusts itself.
 If you have a system that trusts PA, that's no problem; we're pretty sure PA is trustworthy, so the system is reasoning from true premises.  But if you have a system that looks like PA - having the standard axioms of PA - but also trusts itself, then it is trusting a self-trusting system, something for which there is no precedent.  In the case of PA+1, PA+1 is trusting PA which we're pretty sure is correct.  In the case of Self-PA it is trusting Self-PA, which we've never seen before - it's never been tested, despite its misleading surface similarity to PA.  And indeed, Self-PA collapses via Löb's Theorem and proves everything - so I guess it shouldn't have trusted itself after all!  All this isn't magic; I've got a nice Cartoon Guide to how it happens, so there's no good excuse for not understanding what goes on here.
 I have spoken of the Type 1 calculator that asks "What is 2 + 3?" when the buttons "2", "+", and "3" are pressed; versus the Type 2 calculator that asks "What do I calculate when someone presses '2 + 3'?"  The first calculator answers 5; the second calculator can truthfully answer anything, even 54.
 But this doesn't mean that all calculators that reason about calculators are flawed.  If I build a third calculator that asks "What does the first calculator answer when I press '2 + 3'?", perhaps by calculating out the individual transistors, it too will answer 5.  Perhaps this new, reflective calculator will even be able to answer some questions faster, by virtue of proving that some faster calculation is isomorphic to the first calculator.
 PA is the equivalent of the first calculator; PA+1 is the equivalent of the third calculator; but Self-PA is like unto the second calculator.
 As soon as you start trusting yourself, you become unworthy of trust.  You'll start believing any damn thing that you think, just because you thought it.  This wisdom of the human condition is pleasingly analogous to a precise truth of mathematics.
 Hence the saying:  "Don't believe everything you think."
 And the math also suggests, by analogy, how to do better:  Don't trust thoughts because you think them, but because they obey specific trustworthy rules.
 PA only starts believing something - metaphorically speaking - when it sees a specific proof, laid out in black and white.  If you say to PA - even if you prove to PA - that PA will prove something, PA still won't believe you until it sees the actual proof.  Now, this might seem to invite inefficiency, and PA+1 will believe you - if you prove that PA will prove something, because PA+1 trusts the specific, fixed framework of Peano Arithmetic; not itself.
 As far as any human knows, PA does happen to be sound; which means that what PA proves is provable in PA, PA will eventually prove and will eventually believe.  Likewise, anything PA+1 can prove that it proves, it will eventually prove and believe.  It seems so tempting to just make PA trust itself - but then it becomes Self-PA and implodes.  Isn't that odd?  PA believes everything it proves, but it doesn't believe "Everything I prove is true."  PA trusts a fixed framework for how to prove things, and that framework doesn't happen to talk about trust in the framework.
 You can have a system that trusts the PA framework explicitly,  as well as implicitly: that is PA+1.  But the new framework that PA+1 uses, makes no mention of itself; and the specific proofs that PA+1 demands, make no mention of trusting PA+1, only PA.  You might say that PA implicitly trusts PA, PA+1 explicitly trusts PA, and Self-PA trusts itself.
 For everything that you believe, you should always find yourself able to say, "I believe because of [specific argument in framework F]", not "I believe because I believe".
 Of course, this gets us into the +1 question of why you ought to trust or use framework F.  Human beings, not being formal systems, are too reflective to get away with being unable to think about the problem.  Got a superultimate framework U?  Why trust U?
 And worse: as far as I can tell, using induction is what leads me to explicitly say that induction seems to often work, and my use of Occam's Razor is implicated in my explicit endorsement of Occam's Razor.  Despite my best efforts, I have been unable to prove that this is inconsistent, and I suspect it may be valid.
 But it does seem that the distinction between using a framework and mentioning it, or between explicitly trusting a fixed framework F and trusting yourself, is at least important to unraveling foundational tangles - even if Löb turns out not to apply directly.
 Which gets me to the reason why I'm saying all this in the middle of a sequence about morality.
 I've been pondering the unexpectedly large inferential distances at work here - I thought I'd gotten all the prerequisites out of the way for explaining metaethics, but no.  I'm no longer sure I'm even close.  I tried to say that morality was a "computation", and that failed; I tried to explain that "computation" meant "abstracted idealized dynamic", but that didn't work either.  No matter how many different ways I tried to explain it, I couldn't get across the distinction my metaethics drew between "do the right thing", "do the human thing", and "do my own thing".  And it occurs to me that my own background, coming into this, may have relied on having already drawn the distinction between PA, PA+1 and Self-PA.
 Coming to terms with metaethics, I am beginning to think, is all about distinguishing between levels.  I first learned to do this rigorously back when I was getting to grips with mathematical logic, and discovering that you could prove complete absurdities, if you lost track even once of the distinction between "believe particular PA proofs", "believe PA is sound", and "believe you yourself are sound".  If you believe any particular PA proof, that might sound pretty much the same as believing PA is sound in general; and if you use PA and only PA, then trusting PA (that is, being moved by arguments that follow it) sounds pretty much the same as believing that you yourself are sound.  But after a bit of practice with the actual math - I did have to practice the actual math, not just read about it - my mind formed permanent distinct buckets and built walls around them to prevent the contents from slopping over.
 Playing around with PA and its various conjugations, gave me the notion of what it meant to trust arguments within a framework that defined justification.  It gave me practice keeping track of specific frameworks, and holding them distinct in my mind.
 Perhaps that's why I expected to communicate more sense than I actually succeeded in doing, when I tried to describe right as a framework of justification that involved being moved by particular, specific terminal values and moral arguments; analogous to an entity who is moved by encountering a specific proof from the allowed axioms of Peano Arithmetic.  As opposed to a general license to do whatever you prefer, or a morally relativistic term like "utility function" that can eat the values of any given species, or a neurological framework contingent on particular facts about the human brain.  You can make good use of such concepts, but I do not identify them with the substance of what is right.
 Gödelian arguments are inescapable; you can always isolate the framework-of-trusted-arguments if a mathematical system makes sense at all.  Maybe the adding-up-to-normality-ness of my system will become clearer, after it becomes clear that you can always isolate the framework-of-trusted-arguments of a human having a moral argument.
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Lotteries: A Waste of Hope
Eliezer Yudkowsky, 13 April 2007 05:36AM
The classic criticism of the lottery is that the people who play are the ones who can least afford to lose; that the lottery is a sink of money, draining wealth from those who most need it.  Some lottery advocates, and even some commentors on this blog, have tried to defend lottery-ticket buying as a rational purchase of fantasy - paying a dollar for a day's worth of pleasant anticipation, imagining yourself as a millionaire.
 But consider exactly what this implies.  It would mean that you're occupying your valuable brain with a fantasy whose real probability is nearly zero - a tiny line of likelihood which you, yourself, can do nothing to realize.  The lottery balls will decide your future.  The fantasy is of wealth that arrives without effort - without conscientiousness, learning, charisma, or even patience.
 Which makes the lottery another kind of sink: a sink of emotional energy.  It encourages people to invest their dreams, their hopes for a better future, into an infinitesimal probability.  If not for the lottery, maybe they would fantasize about going to technical school, or opening their own business, or getting a promotion at work - things they might be able to actually do, hopes that would make them want to become stronger.  Their dreaming brains might, in the 20th visualization of the pleasant fantasy, notice a way to really do it.  Isn't that what dreams and brains are for?  But how can such reality-limited fare compete with the artificially sweetened prospect of instant wealth - not after herding a dot-com startup through to IPO, but on Tuesday?
Seriously, why can't we just say that buying lottery tickets is stupid?  Human beings are stupid, from time to time - it shouldn't be so surprising a hypothesis.
 Unsurprisingly, the human brain doesn't do 64-bit floating-point arithmetic, and it can't devalue the emotional force of a pleasant anticipation by a factor of 0.00000001 without dropping the line of reasoning entirely.  Unsurprisingly, many people don't realize that a numerical calculation of expected utility ought to override or replace their imprecise financial instincts, and instead treat the calculation as merely one argument to be balanced against their pleasant anticipations - an emotionally weak argument, since it's made up of mere squiggles on paper, instead of visions of fabulous wealth.
 This seems sufficient to explain the popularity of lotteries.  Why do so many arguers feel impelled to defend this classic form of self-destruction?
 The process of overcoming bias requires (1) first noticing the bias, (2) analyzing the bias in detail, (3) deciding that the bias is bad, (4) figuring out a workaround, and then (5) implementing it.  It's unfortunate how many people get through steps 1 and 2 and then bog down in step 3, which by rights should be the easiest of the five.  Biases are lemons, not lemonade, and we shouldn't try to make lemonade out of them - just burn those lemons down.
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Conjuring An Evolution To Serve You
Eliezer Yudkowsky, 19 November 2007 05:55AM
GreyThumb.blog offers an interesting analogue between research on animal breeding and the fall of Enron.  Before 1995, the way animal breeding worked was that you would take the top individual performers in each generation and breed from them, or their parents.  A cockerel doesn't lay eggs, so you have to observe daughter hens to determine which cockerels to breed.  Sounds logical, right?  If you take the hens who lay the most eggs in each generation, and breed from them, you should get hens who lay more and more eggs.
 Behold the awesome power of making evolution work for you!  The power that made butterflies - now constrained to your own purposes!  And it worked, too.  Per-cow milk output in the US doubled between 1905 and 1965, and has doubled again since then.
 Yet conjuring Azathoth oft has unintended consequences, as some researchers realized in the 1990s.  In the real world, sometimes you have more than animal per farm.  You see the problem, right?  If you don't, you should probably think twice before trying to conjure an evolution to serve you - magic is not for the unparanoid.
 
 Selecting the hen who lays the most eggs doesn't necessarily get you the most efficient egg-laying metabolism.  It may get you the most dominant hen, that pecked its way to the top of the pecking order at the expense of other hens.  Individual selection doesn't necessarily work to the benefit of the group, but a farm's productivity is determined by group outputs.
 Indeed, for some strange reason, the individual breeding programs which had been so successful at increasing egg production now required hens to have their beaks clipped, or be housed in individual cages, or they would peck each other to death.
 While the conditions for group selection are only rarely right in Nature, one can readily impose genuine group selection in the laboratory.  After only 6 generations of artificially imposed group selection - breeding from the hens in the best groups, rather than the best individual hens - average days of survival increased from 160 to 348, and egg mass per bird increased from 5.3 to 13.3 kg.  At 58 weeks of age, the selected line had 20% mortality compared to the control group at 54%.  A commercial line of hens, allowed to grow up with unclipped beaks, had 89% mortality at 58 weeks.
 And the fall of Enron?  Jeff Skilling fancied himself an evolution-conjurer, it seems.  (Not that he, like, knew any evolutionary math or anything.)  Every year, every Enron employee's performance would be evaluated, and the bottom 10% would get fired, and the top performers would get huge raises and bonuses.  Unfortunately, as GreyThumb points out:
  "Everyone knows that there are many things you can do in any corporate environment to give the appearance and impression of being productive. Enron's corporate environment was particularly conducive to this: its principal business was energy trading, and it had large densely populated trading floors peopled by high-powered traders that would sit and play the markets all day. There were, I'm sure, many things that a trader could do to up his performance numbers, either by cheating or by gaming the system. This gaming of the system probably included gaming his fellow traders, many of whom were close enough to rub elbows with.
 "So Enron was applying selection at the individual level according to metrics like individual trading performance to a group system whose performance was, like the henhouses, an emergent property of group dynamics as well as a result of individual fitness. The result was more or less the same. Instead of increasing overall productivity, they got mean chickens and actual productivity declined. They were selecting for traits like aggressiveness, sociopathic tendencies, and dishonesty."
 
 And the moral of the story is:  Be careful when you set forth to conjure the blind idiot god.  People look at a pretty butterfly (note selectivity) and think:  "Evolution designed them - how pretty - I should get evolution to do things for me, too!"  But this is qualitative reasoning, as if evolution were either present or absent.  Applying 10% selection for 10 generations is not going to get you the same amount of cumulative selection pressure as 3.85 billion years of natural selection.
 I have previously emphasized that the evolution-of-foxes works at cross-purposes to the evolution-of-rabbits; there is no unitary Evolution God to praise for every beauty of Nature.  Azathoth has ten million hands.  When you conjure, you don't get the evolution, the Maker of Butterflies.  You get an evolution, with characteristics and strength that depend on your exact conjuration.  If you just take everything you see in Nature and attribute it to "evolution", you'll start thinking that some cute little conjuration which runs for 20 generations will get you artifacts on the order of butterflies.  Try 3.85 billion years.
 Same caveat with the wonders of simulated evolution on computers, producing a radio antenna better than a human design, etcetera.  These are sometimes human-competitive (more often not) when it comes to optimizing a continuous design over 57 performance criteria, or breeding a design with 57 elements.  Anything beyond that, and modern evolutionary algorithms are defeated by the same exponential explosion that consumes the rest of AI.  Yes, evolutionary algorithms have a legitimate place in AI.  Consult a machine-learning expert, who knows when to use them and when not to.  Even biologically inspired genetic algorithms with sexual mixing, rarely perform better than beam searches and other non-biologically-inspired techniques on the same problem.
 And for this weakness, let us all be thankful.  If the blind idiot god did not take a million years in which to do anything complicated, It would be bloody scary.  3.85 billion years of natural selection produced molecular nanotechnology (cells) and Artificial General Intelligence (brains), which even we humans aren't going to get for a few more decades.  If there were an alien demideity, morality-and-aesthetics-free, often blindly suicidal, capable of wielding nanotech and AGI in real time, I'd put aside all other concerns and figure out how to kill it.  Assuming that I hadn't already been enslaved beyond all desire of escape.  Look at the trouble we're having with bacteria, which go through generations fast enough that their evolutions are learning to evade our antibiotics after only a few decades' respite.
 You really don't want to conjure Azathoth at full power.  You really, really don't.  You'll get more than pretty butterflies.
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The Amazing Virgin Pregnancy
Eliezer Yudkowsky, 24 December 2007 02:00PM
People who grow up believing certain things,
even if they later stop believing them,
may not quite realize how the beliefs sound to outsiders...


(SCENE:  A small cottage in Nazareth.)
 Joseph:  Mary, my dearest fiancée, there's something I've been meaning to talk to you about.
 (Mary's shoulders slump.  Slowly, as if under a heavy burden, she turns around to face Joseph.)
 Joseph:  You seem to be getting fat around the waistline, and throwing up in the morning, and, er, not getting any periods.  Which is odd, because it's sort of like -
 Mary:  Yes!  I'm pregnant!  All right?  I'm PREGNANT!
 Joseph:  How is that possible?
 (Mary's shoulders slump further.)  Mary:  How do you think?
 Joseph:  I don't know, that's why I'm asking you.  I mean, you're still a virgin, right?
 (Mary looks up cautiously, and sees Joseph's face looking blankly puzzled.)
 Joseph:  Well?
 Mary:  God did it.
 Joseph:  You had sex with -
 Mary:  No!  Haha.  Of course not.  I mean, God just snapped his fingers and did one of those miracle things and made me pregnant.
 Joseph:  God made you pregnant.
 Mary:  (Starts to sweat.)  Yes.
 Joseph:  Mary, that is just so... completely...
 (Mary's eyes squeeze shut.)
 Joseph:  ...COOL!
(Mary opens her eyes again, cautiously.)
 Mary:  You think so?
 Joseph:  Of course!  Who wouldn't think so?  Come on, we've got to tell everyone the news!
 Mary:  Maybe we should keep this between just the two of us -
 Joseph:  No, no, silly girl, this is way too important!  Come on!
 (Joseph grabs Mary's wrist and drags her out of the house. SCENE:  The gathering square of Nazareth.  A dozen well-dressed men, and the town's head rabbi, look on Joseph and Mary impatiently.)
 Rabbi:  What's this all about, Joseph?  I trust there's a good reason for the fuss?
 Joseph:  Go ahead, Mary!  Tell them what you told me.
 Mary:  Um...  (She swallows.)  God made me pregnant.
 Rabbi, looking stern, yet understanding:  Now, Joseph, you know you're not supposed to do that before -
 Joseph:  No, no, you don't get it!  She's still a virgin!  God made her pregnant directly!
 (There's a long pause.)
 Man #1:  So, what you're saying here, basically, is that Mary tells you she's a virgin.
 Joseph:  Uh huh!
 Man #2:  And you haven't had sex with her.
 Joseph:  Uh huh!
 Man #3:  And now she's pregnant.
 Joseph:  Precisely!
 Man #4:  So you think that God did it.
 Joseph:  What other explanation could there be?
 Rabbi:  Joseph, that is just so... unbelievably...
 (Mary holds her breath.)
 Rabbi:  NEAT!
 (Mary exhales.)
 Man #5:  A miracle!  A miracle right here in Nazareth!
 Man #6:  Wow!  I thought that miracles only happened in Jerusalem!
 Man #7:  Come on!  Let's spread the good news!
 (They depart.  SCENE:  Mary is alone with her friend, Betty, in Betty's house.)
 Betty:  "God did it."
 Mary:  I panicked!  It was all I could think of!
 Betty:  So who's the real -
 (Mary lifts an eyebrow significantly.  There's a brief pause.)
 Betty:  Ah.  So that's why the rabbi went along with it.
 Mary:  Well, he thinks he's the father, anyway.  Why, does it matter?
 Betty:  It puts some things in a different light.
 Mary:  Like what? 
 Betty:  The rabbi has been telling all the pretty young girls that you, Mary, are the ultimate embodiment of feminine virtue, and when they grow up, they should be just like you -
 Mary:  I just feel so awful about the whole mess.  What kind of thing is this to have hanging over my child's life?
 Betty:  You've got to put things in perspective, dearie.  You told one little white lie.  It's not as if you caused the fall of the Roman Empire.
 Mary:  But what if the Romans hear about it?  I don't want my baby to end up being crucified!
 Betty:  No one's going to obsess about it that long.  In a couple of months this whole thing will blow over.
 Mary:  I hope you're right...
 (Exeunt Omnes.)

Referenced by: Entangled Truths, Contagious Lies
Original with comments: The Amazing Virgin Pregnancy
Slow down a little... maybe?
Eliezer Yudkowsky, 07 March 2009 01:34AM
I think that three posts a day over and above Yudkowsky and/or Hanson posts might be enough.  Where anything that gets voted to 0 or below doesn't count, nor do quick links.
 Say you differently, readers?  I'm just trying to space things out so we don't get overloaded with everything, all at once... if it turns out that people just have more to say than this, sustainably in the long term, then we can raise the posting speed.

Original with comments: Slow down a little... maybe?
Rationality Quotes 22
Eliezer Yudkowsky, 07 January 2009 12:00PM
"Two roads diverged in the woods.  I took the one less traveled, and had to eat bugs until Park rangers rescued me."
        -- Jim Rosenberg
 "Lying to yourself about specific actions is easier than re-defining the bounds of your imagined identity...  When I see once-ethical men devolve into moral grey, they still identify as upstanding."
       -- Ben Casnocha
 "Every year buy a clean bed sheet, date it, and lay it over the previous layer of junk on your desk."
         -- Vernor Vinge, The Blabber
 "Like first we tossed out the bath water, then the baby, and like finally the whole tub."
        -- John R. Andrews
 "I have no wisdom.  Yet I heard a wise man - soon to be a relative of marriage - say not long ago that all is for the best.  We are but dreams, and dreams possess no life by their own right.  See, I am wounded.  (Holds out his hand.)  When my wound heals, it will be gone.  Should it with its bloody lips say it is sorry to heal?  I am only trying to explain what another said, but that is what I think he meant."
         -- Gene Wolfe, The Claw of the Conciliator 
 "On a grand scale we simply want to save the world, so obviously we're just letting ourselves in for a lot of disappointment and we're doomed to failure since we didn't pick some cheap-ass two-bit goal like collecting all the Garbage Pail Kids cards."
        -- Nenslo
 "He promised them nothing but blood, iron, and fire, and offered them only the choice of going to find it or of waiting for it to find them at home."
        -- John Barnes, One For the Morning Glory

Original with comments: Rationality Quotes 22
Karma Changes
Eliezer Yudkowsky, 22 December 2009 12:17AM
As recently (re-)suggested by Kaj Sotala, posts now have much larger effects on karma than comments:  Each up or down vote on a post is worth 10 karma.
 Negative votes on posts have had karma effects all along, but for some reason Reddit's code imposed a display cap (not an actual cap) of 0.  This violates a basic user interface principle: things with important effects should have visible effects.  Since this just got 10x more important, we now show negative post totals rather than "0".  This also provides some feedback to posters that was previously missing.  Note that downvoting a post costs 10 karma from your downvote cap of 4x current karma.
 The minimum karma to start posting has been raised to 50.
 Thanks to our friends at Tricycle for implementing this request!

Original with comments: Karma Changes
Reversed Stupidity Is Not Intelligence
Eliezer Yudkowsky, 12 December 2007 10:14PM
         "...then our people on that time-line went to work with corrective action.  Here."
        He wiped the screen and then began punching combinations.  Page after page appeared, bearing accounts of people who had claimed to have seen the mysterious disks, and each report was more fantastic than the last.
        "The standard smother-out technique," Verkan Vall grinned.  "I only heard a little talk about the 'flying saucers,' and all of that was in joke.  In that order of culture, you can always discredit one true story by setting up ten others, palpably false, parallel to it."
                -- H. Beam Piper, Police Operation
 
 Piper had a point.  Pers'nally, I don't believe there are any poorly hidden aliens infesting these parts.  But my disbelief has nothing to do with the awful embarrassing irrationality of flying saucer cults - at least, I hope not.
 You and I believe that flying saucer cults arose in the total absence of any flying saucers.  Cults can arise around almost any idea, thanks to human silliness.  This silliness operates orthogonally to alien intervention:  We would expect to see flying saucer cults whether or not there were flying saucers.  Even if there were poorly hidden aliens, it would not be any less likely for flying saucer cults to arise.  p(cults|aliens) isn't less than p(cults|~aliens), unless you suppose that poorly hidden aliens would deliberately suppress flying saucer cults.  By the Bayesian definition of evidence, the observation "flying saucer cults exist" is not evidence against the existence of flying saucers.  It's not much evidence one way or the other.
 This is an application of the general principle that, as Robert Pirsig puts it, "The world's greatest fool may say the Sun is shining, but that doesn't make it dark out."
 
 If you knew someone who was wrong 99.99% of the time on yes-or-no questions, you could obtain 99.99% accuracy just by reversing their answers.  They would need to do all the work of obtaining good evidence entangled with reality, and processing that evidence coherently, just to anticorrelate that reliably.  They would have to be superintelligent to be that stupid.
 A car with a broken engine cannot drive backward at 200 mph, even if the engine is really really broken.
 If stupidity does not reliably anticorrelate with truth, how much less should human evil anticorrelate with truth?  The converse of the halo effect is the horns effect:  All perceived negative qualities correlate.  If Stalin is evil, then everything he says should be false.  You wouldn't want to agree with Stalin, would you?
 Stalin also believed that 2 + 2 = 4.  Yet if you defend any statement made by Stalin, even "2 + 2 = 4", people will see only that you are "agreeing with Stalin"; you must be on his side.
 Corollaries of this principle:
 	To argue against an idea honestly, you should argue against the best arguments of the strongest advocates.  Arguing against weaker advocates proves nothing, because even the strongest idea will attract weak advocates.  If you want to argue against transhumanism or the intelligence explosion, you have to directly challenge the arguments of Nick Bostrom or Eliezer Yudkowsky post-2003.  The least convenient path is the only valid one.
 	Exhibiting sad, pathetic lunatics, driven to madness by their apprehension of an Idea, is no evidence against that Idea.  Many New Agers have been made crazier by their personal apprehension of quantum mechanics.
 	Someone once said, "Not all conservatives are stupid, but most stupid people are conservatives."  If you cannot place yourself in a state of mind where this statement, true or false, seems completely irrelevant as a critique of conservatism, you are not ready to think rationally about politics.
 	Ad hominem argument is not valid.
 	You need to be able to argue against genocide without saying "Hitler wanted to exterminate the Jews."  If Hitler hadn't advocated genocide, would it thereby become okay?
 	In Hansonian terms:  Your instinctive willingness to believe something will change along with your willingness to affiliate with people who are known for believing it - quite apart from whether the belief is actually true.  Some people may be reluctant to believe that God does not exist, not because there is evidence that God does exist, but rather because they are reluctant to affiliate with Richard Dawkins or those darned "strident" atheists who go around publicly saying "God does not exist".
 	If your current computer stops working, you can't conclude that everything about the current system is wrong and that you need a new system without an AMD processor, an ATI video card, a Maxtor hard drive, or case fans - even though your current system has all these things and it doesn't work.  Maybe you just need a new power cord.
 	If a hundred inventors fail to build flying machines using metal and wood and canvas, it doesn't imply that what you really need is a flying machine of bone and flesh.  If a thousand projects fail to build Artificial Intelligence using electricity-based computing, this doesn't mean that electricity is the source of the problem.  Until you understand the problem, hopeful reversals are exceedingly unlikely to hit the solution.
 
(This post belongs to the sequence Politics is the Mind-Killer.)

	Sequence: Politics is the Mind-Killer
	The Robbers Cave Experiment	Argument Screens Off Authority
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Original with comments: Reversed Stupidity Is Not Intelligence
A Case Study of Motivated Continuation
Eliezer Yudkowsky, 31 October 2007 01:27AM
I am not wholly unsympathetic to the many commenters in Torture vs. Dust Specks who argued that it is preferable to inflict dust specks upon the eyes of 3^^^3 (amazingly huge but finite number of) people, rather than torture one person for 50 years.  If you think that a dust speck is simply of no account unless it has other side effects - if you literally do not prefer zero dust specks to one dust speck - then your position is consistent.  (Though I suspect that many speckers would have expressed a preference if they hadn't known about the dilemma's sting.)
 So I'm on board with the commenters who chose TORTURE, and I can understand the commenters who chose SPECKS.
 But some of you said the question was meaningless; or that all morality was arbitrary and subjective; or that you needed more information before you could decide; or you talked about some other confusing aspect of the problem; and then you didn't go on to state a preference.
 Sorry.  I can't back you on that one.
If you actually answer the dilemma, then no matter which option you choose, you're giving something up.  If you say SPECKS, you're giving up your claim on a certain kind of utilitarianism; you may worry that you're not being rational enough, or that others will accuse you of failing to comprehend large numbers.  If you say TORTURE, you're accepting an outcome that has torture in it.
 I falsifiably predict that of the commenters who dodged, most of them saw some specific answer - either TORTURE or SPECKS - that they flinched away from giving.  Maybe for just a fraction of a second before the question-confusing operation took over, but I predict the flinch was there.  (To be specific:  I'm not predicting that you knew, and selected, and have in mind right now, some particular answer you're deliberately not giving.  I'm predicting that your thinking trended toward a particular uncomfortable answer, for at least one fraction of a second before you started finding reasons to question the dilemma itself.)
 In "bioethics" debates, you very often see experts on bioethics discussing what they see as the pros and cons of, say, stem-cell research; and then, at the conclusion of their talk, they gravely declare that more debate is urgently needed, with participation from all stakeholders.  If you actually come to a conclusion, if you actually argue for banning stem cells, then people with relatives dying of Parkinson's will scream at you.  If you come to a conclusion and actually endorse stem cells, religious fundamentalists will scream at you.  But who can argue with a call to debate?
 Uncomfortable with the way the evidence is trending on Darwinism versus creationism?  Consider the issue soberly, and decide that you need more evidence; you want archaeologists to dig up another billion fossils before you come to a conclusion.  That way you neither say something sacrilegious, nor relinquish your self-image as a rationalist.  Keep on doing this with all issues that look like they might be trending in an uncomfortable direction, and you can maintain a whole religion in your mind.
 Real life is often confusing, and we have to choose anyway, because refusing to choose is also a choice.  The null plan is still a plan.  We always do something, even if it's nothing.  As Russell and Norvig put it, "Refusing to choose is like refusing to allow time to pass."
 Ducking uncomfortable choices is a dangerous habit of mind.  There are certain times when it's wise to suspend judgment (for an hour, not a year).  When you're facing a dilemma all of whose answers seem uncomfortable, is not one of those times!  Pick one of the uncomfortable answers as the best of an unsatisfactory lot.  If there's missing information, fill in the blanks with plausible assumptions or probability distributions.  Whatever it takes to overcome the basic flinch away from discomfort.  Then you can search for an escape route.
 Until you pick one interim best guess, the discomfort will consume your attention, distract you from the search, tempt you to confuse the issue whenever your analysis seems to trend in a particular direction.
 In real life, when people flinch away from uncomfortable choices, they often hurt others as well as themselves.  Refusing to choose is often one of the worst choices you can make.  Motivated continuation is not a habit of thought anyone can afford, egoist or altruist.  The cost of comfort is too high.  It's important to acquire that habit of gritting your teeth and choosing - just as important as looking for escape routes afterward.

	Sequence: Against Rationalization
	Motivated Stopping and Motivated Continuation	Fake Justification

Original with comments: A Case Study of Motivated Continuation
Guardians of the Gene Pool
Eliezer Yudkowsky, 16 December 2007 08:08PM
Followup to:  Guardians of the Truth 
 Like any educated denizen of the 21st century, you may have heard of World War II.  You may remember that Hitler and the Nazis planned to carry forward a romanticized process of evolution, to breed a new master race, supermen, stronger and smarter than anything that had existed before.


 Actually this is a common misconception.  Hitler believed that the Aryan superman had previously existed - the Nordic stereotype, the blond blue-eyed beast of prey - but had been polluted by mingling with impure races.  There had been a racial Fall from Grace.
 It says something about the degree to which the concept of progress permeates Western civilization, that the one is told about Nazi eugenics and hears "They tried to breed a superhuman."  You, dear reader - if you failed hard enough to endorse coercive eugenics, you would try to create a superhuman.  Because you locate your ideals in your future, not in your past.  Because you are creative.  The thought of breeding back to some Nordic archetype from a thousand years earlier would not even occur to you as a possibility - what, just the Vikings?  That's all?  If you failed hard enough to kill, you would damn well try to reach heights never before reached, or what a waste it would all be, eh?  Well, that's one reason you're not a Nazi, dear reader.
 It says something about how difficult it is for the relatively healthy to envision themselves in the shoes of the relatively sick, that we are told of the Nazis, and distort the tale to make them defective transhumanists.
 It's the Communists who were the defective transhumanists.  "New Soviet Man" and all that.  The Nazis were quite definitely the bioconservatives of the tale.

	Sequence: Death Spirals and the Cult Attractor
	Guardians of the Truth	Guardians of Ayn Rand

Original with comments: Guardians of the Gene Pool
Whence Your Abstractions?
Eliezer Yudkowsky, 20 November 2008 01:07AM
Reply to:  Abstraction, Not Analogy
 Robin asks:
Eliezer, have I completely failed to communicate here?  You have previously said nothing is similar enough to this new event for analogy to be useful, so all we have is "causal modeling" (though you haven't explained what you mean by this in this context).  This post is a reply saying, no, there are more ways using abstractions; analogy and causal modeling are two particular ways to reason via abstractions, but there are many other ways.

Well... it shouldn't be surprising if you've communicated less than you thought.  Two people, both of whom know that disagreement is not allowed, have a persistent disagreement.  It doesn't excuse anything, but - wouldn't it be more surprising if their disagreement rested on intuitions that were easy to convey in words, and points readily dragged into the light?
 I didn't think from the beginning that I was succeeding in communicating.  Analogizing Doug Engelbart's mouse to a self-improving AI is for me such a flabbergasting notion - indicating such completely different ways of thinking about the problem - that I am trying to step back and find the differing sources of our differing intuitions.
 (Is that such an odd thing to do, if we're really following down the path of not agreeing to disagree?)
 "Abstraction", for me, is a word that means a partitioning of possibility - a boundary around possible things, events, patterns.  They are in no sense neutral; they act as signposts saying "lump these things together for predictive purposes".  To use the word "singularity" as ranging over human brains, farming, industry, and self-improving AI, is very nearly to finish your thesis right there.
I wouldn't be surprised to find that, in a real AI, 80% of the actual computing crunch goes into drawing the right boundaries to make the actual reasoning possible.  The question "Where do abstractions come from?" cannot be taken for granted.
 Boundaries are drawn by appealing to other boundaries.  To draw the boundary "human" around things that wear clothes and speak language and have a certain shape, you must have previously noticed the boundaries around clothing and language.  And your visual cortex already has a (damned sophisticated) system for categorizing visual scenes into shapes, and the shapes into categories.
 It's very much worth distinguishing between boundaries drawn by noticing a set of similarities, and boundaries drawn by reasoning about causal interactions.
 There's a big difference between saying "I predict that Socrates, like other humans I've observed, will fall into the class of 'things that die when drinking hemlock'" and saying "I predict that Socrates, whose biochemistry I've observed to have this-and-such characteristics, will have his neuromuscular junction disrupted by the coniine in the hemlock - even though I've never seen that happen, I've seen lots of organic molecules and I know how they behave."
 But above all - ask where the abstraction comes from!
 To see a hammer is not good to hold high in a lightning storm, we draw on pre-existing objects that you're not supposed to hold electrically conductive things to high altitudes - this is a predrawn boundary, found by us in books; probably originally learned from experience and then further explained by theory.  We just test the hammer to see if it fits in a pre-existing boundary, that is, a boundary we drew before we ever thought about the hammer.
 To evaluate the cost to carry a hammer in a tool kit, you probably visualized the process of putting the hammer in the kit, and the process of carrying it.  Its mass determines the strain on your arm muscles.  Its volume and shape - not just "volume", as you can see as soon as that is pointed out - determine the difficulty of fitting it into the kit.  You said "volume and mass" but that was an approximation, and as soon as I say "volume and mass and shape" you say, "Oh, of course that's what I meant" - based on a causal visualization of trying to fit some weirdly shaped object into a toolkit, or e.g. a thin ten-foot thin pin of low volume and high annoyance.  So you're redrawing the boundary based on a causal visualization which shows that other characteristics can be relevant to the consequence you care about.
 None of your examples talk about drawing new conclusions about the hammer by analogizing it to other things rather than directly assessing its characteristics in their own right, so it's not all that good an example when it comes to making predictions about self-improving AI by putting it into a group of similar things that includes farming or industry.
 But drawing that particular boundary would already rest on causal reasoning that tells you which abstraction to use.   Very much an Inside View, and a Weak Inside View, even if you try to go with an Outside View after that.
 Using an "abstraction" that covers such massively different things, will often be met by a differing intuition that makes a different abstraction, based on a different causal visualization behind the scenes.   That's what you want to drag into the light - not just say, "Well, I expect this Singularity to resemble past Singularities."
 Robin said:
I am of course open to different way to conceive of "the previous major singularities".  I have previously tried to conceive of them in terms of sudden growth speedups.

Is that the root source for your abstraction - "things that do sudden growth speedups"?  I mean... is that really what you want to go with here?


Referenced by: Life's Story Continues
Original with comments: Whence Your Abstractions?
Why Does Power Corrupt?
Eliezer Yudkowsky, 14 October 2008 12:23AM
Followup to:  Evolutionary Psychology
"Power tends to corrupt, and absolute power corrupts absolutely.  Great men are almost always bad men."
        -- Lord Acton

Call it a just-so story if you must, but as soon as I was introduced to the notion of evolutionary psychology (~1995), it seemed obvious to me why human beings are corrupted by power.  I didn't then know that hunter-gatherer bands tend to be more egalitarian than agricultural tribes - much less likely to have a central tribal-chief boss-figure - and so I thought of it this way:
 Humans (particularly human males) have evolved to exploit power and status when they obtain it, for the obvious reason:  If you use your power to take many wives and favor your children with a larger share of the meat, then you will leave more offspring, ceteris paribus.  But you're not going to have much luck becoming tribal chief if you just go around saying, "Put me in charge so that I can take more wives and favor my children."  You could lie about your reasons, but human beings are not perfect deceivers.
 So one strategy that an evolution could follow, would be to create a vehicle that reliably tended to start believing that the old power-structure was corrupt, and that the good of the whole tribe required their overthrow...
The young revolutionary's belief is honest.  There will be no betraying catch in his throat, as he explains why the tribe is doomed at the hands of the old and corrupt, unless he is given power to set things right.  Not even subconsciously does he think, "And then, once I obtain power, I will strangely begin to resemble that old corrupt guard, abusing my power to increase my inclusive genetic fitness."
 People often think as if "purpose" is an inherent property of things; and so many interpret the message of ev-psych as saying, "You have a subconscious, hidden goal to maximize your fitness."  But individual organisms are adaptation-executers, not fitness-maximizers.  The purpose that the revolutionary should obtain power and abuse it, is not a plan anywhere in his brain; it belongs to evolution, which can just barely be said to have purposes.  It is a fact about many past revolutionaries having successfully taken power, having abused it, and having left many descendants.
 When the revolutionary obtains power, he will find that it is sweet, and he will try to hold on to it - perhaps still thinking that this is for the good of the tribe.  He will find that it seems right to take many wives (surely he deserves some reward for his labor) and to help his children (who are more deserving of help than others).  But the young revolutionary has no foreknowledge of this in the beginning, when he sets out to overthrow the awful people who currently rule the tribe - evil mutants whose intentions are obviously much less good than his own.
 The circuitry that will respond to power by finding it pleasurable, is already wired into our young revolutionary's brain; but he does not know this.  (It would not help him evolutionarily if he did know it, because then he would not be able to honestly proclaim his good intentions - though it is scarcely necessary for evolution to prevent hunter-gatherers from knowing about evolution, which is one reason we are able to know about it now.)
 And so we have the awful cycle of "meet the new boss, same as the old boss".  Youthful idealism rails against their elders' corruption, but oddly enough, the new generation - when it finally succeeds to power - doesn't seem to be all that morally purer.  The original Communist Revolutionaries, I would guess probably a majority of them, really were in it to help the workers; but once they were a ruling Party in charge...
 All sorts of random disclaimers can be applied to this thesis:  For example, you could suggest that maybe Stalin's intentions weren't all that good to begin with, and that some politicians do intend to abuse power and really are just lying.  A much more important objection is the need to redescribe this scenario in terms of power structures that actually exist in hunter-gatherer bands, which, as I understand it, have egalitarian pressures (among adult males) to keep any one person from getting too far above others.
 But human beings do find power over others sweet, and it's not as if this emotion could have materialized from thin air, without an evolutionary explanation in terms of hunter-gatherer conditions.  If you don't think this is why human beings are corrupted by power - then what's your evolutionary explanation?  On the whole, to me at least, the evolutionary explanation for this phenomenon has the problem of not even seeming profound, because what it explains seems so normal.
 The moral of this story, and the reason for going into the evolutionary explanation, is that you shouldn't reason as if people who are corrupted by power are evil mutants, whose mutations you do not share.
 Evolution is not an infinitely powerful deceiving demon, and our ancestors evolved under conditions of not knowing about evolutionary psychology.  The tendency to be corrupted by power can be beaten, I think.  The "warp" doesn't seem on the same level of deeply woven insidiousness as, say, confirmation bias.
 There was once an occasion where a reporter wrote about me, and did a hatchet job.  It was my first time being reported on, and I was completely blindsided by it.  I'd known that reporters sometimes wrote hatchet jobs, but I'd thought that it would require malice - I hadn't begun to imagine that someone might write a hatchet job just because it was a cliche, an easy way to generate a few column inches.  So I drew upon my own powers of narration, and wrote an autobiographical story on what it felt like to be reported on for the first time - that horrible feeling of violation.  I've never sent that story off anywhere, though it's a fine and short piece of writing as I judge it.
 For it occurred to me, while I was writing, that journalism is an example of unchecked power - the reporter gets to present only one side of the story, any way they like, and there's nothing that the reported-on can do about it.  (If you've never been reported on, then take it from me, that's how it is.)  And here I was writing my own story, potentially for publication as traditional journalism, not in an academic forum.  I remember realizing that the standards were tremendously lower than in science.  That you could get away with damn near anything, so long as it made a good story - that this was the standard in journalism.  (If you, having never been reported on yourself, don't believe me that this is the case, then you're as naive as I once was.)
 Just that thought - not even the intention, not even wondering whether to do it, but just the thought - that I could present only my side of the story and deliberately make the offending reporter look bad, and that no one would call me on it.  Just that thought triggered this huge surge of positive reinforcement.  This tremendous high, comparable to the high of discovery or the high of altruism.
 And I knew right away what I was dealing with.  So I sat there, motionless, fighting down that surge of positive reinforcement.  It didn't go away just because I wanted it to go away.  But it went away after a few minutes.
 If I'd had no label to slap on that huge surge of positive reinforcement - if I'd been a less reflective fellow, flowing more with my passions - then that might have been that.  People who are corrupted by power are not evil mutants.
 I wouldn't call it a close call.  I did know immediately what was happening.  I fought it down without much trouble, and could have fought much harder if necessary.  So far as I can tell, the temptation of unchecked power is not anywhere near as insidious as the labyrinthine algorithms of self-deception.  Evolution is not an infinitely powerful deceiving demon.  George Washington refused the temptation of the crown, and he didn't even know about evolutionary psychology.  Perhaps it was enough for him to know a little history, and think of the temptation as a sin.
 But it was still a scary thing to experience - this circuit that suddenly woke up and dumped a huge dose of unwanted positive reinforcement into my mental workspace, not when I planned to wield unchecked power, but just when my brain visualized the possibility.
 To the extent you manage to fight off this temptation, you do not say:  "Ah, now that I've beaten the temptation of power, I can safely make myself the wise tyrant who wields unchecked power benevolently, for the good of all."  Having successfully fought off the temptation of power, you search for strategies that avoid seizing power.  George Washington's triumph was not how well he ruled, but that he refused the crown - despite all temptation to be horrified at who else might then obtain power.
 I am willing to admit of the theoretical possibility that someone could beat the temptation of power and then end up with no ethical choice left, except to grab the crown.  But there would be a large burden of skepticism to overcome.
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An Alien God
Eliezer Yudkowsky, 02 November 2007 06:57AM
"A curious aspect of the theory of evolution," said Jacques Monod, "is that everybody thinks he understands it."
 A human being, looking at the natural world, sees a thousand times purpose.  A rabbit's legs, built and articulated for running; a fox's jaws, built and articulated for tearing.  But what you see is not exactly what is there...
 In the days before Darwin, the cause of all this apparent purposefulness was a very great puzzle unto science.  The Goddists said "God did it", because you get 50 bonus points each time you use the word "God" in a sentence.  Yet perhaps I'm being unfair.  In the days before Darwin, it seemed like a much more reasonable hypothesis.  Find a watch in the desert, said William Paley, and you can infer the existence of a watchmaker.
 But when you look at all the apparent purposefulness in Nature, rather than picking and choosing your examples, you start to notice things that don't fit the Judeo-Christian concept of one benevolent God. Foxes seem well-designed to catch rabbits.  Rabbits seem well-designed to evade foxes.  Was the Creator having trouble making up Its mind?
 
 When I design a toaster oven, I don't design one part that tries to get electricity to the coils and a second part that tries to prevent electricity from getting to the coils.  It would be a waste of effort.  Who designed the ecosystem, with its predators and prey, viruses and bacteria?  Even the cactus plant, which you might think well-designed to provide water fruit to desert animals, is covered with inconvenient spines.
 The ecosystem would make much more sense if it wasn't designed by a unitary Who, but, rather, created by a horde of deities - say from the Hindu or Shinto religions.  This handily explains both the ubiquitous purposefulnesses, and the ubiquitous conflicts:  More than one deity acted, often at cross-purposes.  The fox and rabbit were both designed, but by distinct competing deities.  I wonder if anyone ever remarked on the seemingly excellent evidence thus provided for Hinduism over Christianity.  Probably not.
 Similarly, the Judeo-Christian God is alleged to be benevolent - well, sort of.  And yet much of nature's purposefulness seems downright cruel.  Darwin suspected a non-standard Creator for studying Ichneumon wasps, whose paralyzing stings preserve its prey to be eaten alive by its larvae:  "I cannot persuade myself," wrote Darwin, "that a beneficent and omnipotent God would have designedly created the Ichneumonidae with the express intention of their feeding within the living bodies of Caterpillars, or that a cat should play with mice."  I wonder if any earlier thinker remarked on the excellent evidence thus provided for Manichaen religions over monotheistic ones.
 By now we all know the punchline:  You just say "evolution".
 I worry that's how some people are absorbing the "scientific" explanation, as a magical purposefulness factory in Nature.  I've previously discussed the case of Storm from the movie X-Men, who in one mutation gets the ability to throw lightning bolts.  Why?  Well, there's this thing called "evolution" that somehow pumps a lot of purposefulness into Nature, and the changes happen through "mutations".  So if Storm gets a really large mutation, she can be redesigned to throw lightning bolts.  Radioactivity is a popular super origin: radiation causes mutations, so more powerful radiation causes more powerful mutations.  That's logic.
 But evolution doesn't allow just any kind of purposefulness to leak into Nature.  That's what makes evolution a success as an empirical hypothesis.  If evolutionary biology could explain a toaster oven, not just a tree, it would be worthless.  There's a lot more to evolutionary theory than pointing at Nature and saying, "Now purpose is allowed," or "Evolution did it!"  The strength of a theory is not what it allows, but what it prohibits; if you can invent an equally persuasive explanation for any outcome, you have zero knowledge.
 "Many non-biologists," observed George Williams, "think that it is for their benefit that rattles grow on rattlesnake tails."  Bzzzt!  This kind of purposefulness is not allowed.  Evolution doesn't work by letting flashes of purposefulness creep in at random - reshaping one species for the benefit of a random recipient.
 Evolution is powered by a systematic correlation between the different ways that different genes construct organisms, and how many copies of those genes make it into the next generation.  For rattles to grow on rattlesnake tails, rattle-growing genes must become more and more frequent in each successive generation.  (Actually genes for incrementally more complex rattles, but if I start describing all the fillips and caveats to evolutionary biology, we really will be here all day.)
 There isn't an Evolution Fairy that looks over the current state of Nature, decides what would be a "good idea", and chooses to increase the frequency of rattle-constructing genes.
 I suspect this is where a lot of people get stuck, in evolutionary biology.  They understand that "helpful" genes become more common, but "helpful" lets any sort of purpose leak in.  They don't think there's an Evolution Fairy, yet they ask which genes will be "helpful" as if a rattlesnake gene could "help" non-rattlesnakes.
 The key realization is that there is no Evolution Fairy.  There's no outside force deciding which genes ought to be promoted.  Whatever happens, happens because of the genes themselves.
 Genes for constructing (incrementally better) rattles, must have somehow ended up more frequent in the rattlesnake gene pool, because of the rattle.  In this case it's probably because rattlesnakes with better rattles survive more often - rather than mating more successfully, or having brothers that reproduce more successfully, etc.
 Maybe predators are wary of rattles and don't step on the snake.  Or maybe the rattle diverts attention from the snake's head.  (As George Williams suggests, "The outcome of a fight between a dog and a viper would depend very much on whether the dog initially seized the reptile by the head or by the tail.")
 But that's just a snake's rattle.  There are much more complicated ways that a gene can cause copies of itself to become more frequent in the next generation.  Your brother or sister shares half your genes.  A gene that sacrifices one unit of resources to bestow three units of resource on a brother, may promote some copies of itself by sacrificing one of its constructed organisms.  (If you really want to know all the details and caveats, buy a book on evolutionary biology; there is no royal road.)
 The main point is that the gene's effect must cause copies of that gene to become more frequent in the next generation.  There's no Evolution Fairy that reaches in from outside.  There's nothing which decides that some genes are "helpful" and should, therefore, increase in frequency.  It's just cause and effect, starting from the genes themselves.
 This explains the strange conflicting purposefulness of Nature, and its frequent cruelty.  It explains even better than a horde of Shinto deities.
 Why is so much of Nature at war with other parts of Nature?  Because there isn't one Evolution directing the whole process.  There's as many different "evolutions" as reproducing populations.  Rabbit genes are becoming more or less frequent in rabbit populations.  Fox genes are becoming more or less frequent in fox populations.  Fox genes which construct foxes that catch rabbits, insert more copies of themselves in the next generation.  Rabbit genes which construct rabbits that evade foxes are naturally more common in the next generation of rabbits.  Hence the phrase "natural selection".
 Why is Nature cruel?  You, a human, can look at an Ichneumon wasp, and decide that it's cruel to eat your prey alive.  You can decide that if you're going to eat your prey alive, you can at least have the decency to stop it from hurting.  It would scarcely cost the wasp anything to anesthetize its prey as well as paralyze it.  Or what about old elephants, who die of starvation when their last set of teeth fall out?  These elephants aren't going to reproduce anyway.  What would it cost evolution - the evolution of elephants, rather - to ensure that the elephant dies right away, instead of slowly and in agony?  What would it cost evolution to anesthetize the elephant, or give it pleasant dreams before it dies?  Nothing; that elephant won't reproduce more or less either way.
 If you were talking to a fellow human, trying to resolve a conflict of interest, you would be in a good negotiating position - would have an easy job of persuasion.  It would cost so little to anesthetize the prey, to let the elephant die without agony!  Oh please, won't you do it, kindly... um...
 There's no one to argue with.
 Human beings fake their justifications, figure out what they want using one method, and then justify it using another method.  There's no Evolution of Elephants Fairy that's trying to (a) figure out what's best for elephants, and then (b) figure out how to justify it to the Evolutionary Overseer, who (c) doesn't want to see reproductive fitness decreased, but is (d) willing to go along with the painless-death idea, so long as it doesn't actually harm any genes.
 There's no advocate for the elephants anywhere in the system.
 Humans, who are often deeply concerned for the well-being of animals, can be very persuasive in arguing how various kindnesses wouldn't harm reproductive fitness at all.  Sadly, the evolution of elephants doesn't use a similar algorithm; it doesn't select nice genes that can plausibly be argued to help reproductive fitness.  Simply: genes that replicate more often become more frequent in the next generation.  Like water flowing downhill, and equally benevolent.
 A human, looking over Nature, starts thinking of all the ways we would design organisms.  And then we tend to start rationalizing reasons why our design improvements would increase reproductive fitness - a political instinct, trying to sell your own preferred option as matching the boss's favored justification.
 And so, amateur evolutionary biologists end up making all sorts of wonderful and completely mistaken predictions.  Because the amateur biologists are drawing their bottom line - and more importantly, locating their prediction in hypothesis-space - using a different algorithm than evolutions use to draw their bottom lines.
 A human engineer would have designed human taste buds to measure how much of each nutrient we had, and how much we needed.  When fat was scarce, almonds or cheeseburgers would taste delicious.  But if you started to become obese, or if vitamins were lacking, lettuce would taste delicious.  But there is no Evolution of Humans Fairy, which intelligently planned ahead and designed a general system for every contingency.  It was a reliable invariant of humans' ancestral environment that calories were scarce.  So genes whose organisms loved calories, became more frequent.  Like water flowing downhill.
 We are simply the embodied history of which organisms did in fact survive and reproduce, not which organisms ought prudentially to have survived and reproduced.
 The human retina is constructed backward:  The light-sensitive cells are at the back, and the nerves emerge from the front and go back through the retina into the brain.  Hence the blind spot.  To a human engineer, this looks simply stupid - and other organisms have independently evolved retinas the right way around.  Why not redesign the retina?
 The problem is that no single mutation will reroute the whole retina simultaneously.  A human engineer can redesign multiple parts simultaneously, or plan ahead for future changes.  But if a single mutation breaks some vital part of the organism, it doesn't matter what wonderful things a Fairy could build on top of it - the organism dies and the genes decreases in frequency.
 If you turn around the retina's cells without also reprogramming the nerves and optic cable, the system as a whole won't work.  It doesn't matter that, to a Fairy or a human engineer, this is one step forward in redesigning the retina.  The organism is blind.  Evolution has no foresight, it is simply the frozen history of which organisms did in fact reproduce.  Evolution is as blind as a halfway-redesigned retina.
 Find a watch in a desert, said William Paley, and you can infer the watchmaker.  There were once those who denied this, who thought that life "just happened" without need of an optimization process, mice being spontaneously generated from straw and dirty shirts.
 If we ask who was more correct - the theologians who argued for a Creator-God, or the intellectually unfulfilled atheists who argued that mice spontaneously generated - then the theologians must be declared the victors: evolution is not God, but it is closer to God than it is to pure random entropy.  Mutation is random, but selection is non-random.  This doesn't mean an intelligent Fairy is reaching in and selecting.  It means there's a non-zero statistical correlation between the gene and how often the organism reproduces.  Over a few million years, that non-zero statistical correlation adds up to something very powerful.  It's not a god, but it's more closely akin to a god than it is to snow on a television screen.
 In a lot of ways, evolution is like unto theology.  "Gods are ontologically distinct from creatures," said Damien Broderick, "or they're not worth the paper they're written on."  And indeed, the Shaper of Life is not itself a creature.  Evolution is bodiless, like the Judeo-Christian deity.  Omnipresent in Nature, immanent in the fall of every leaf.  Vast as a planet's surface.  Billions of years old.  Itself unmade, arising naturally from the structure of physics.  Doesn't that all sound like something that might have been said about God?
 And yet the Maker has no mind, as well as no body.  In some ways, its handiwork is incredibly poor design by human standards.  It is internally divided.  Most of all, it isn't nice.
 In a way, Darwin discovered God - a God that failed to match the preconceptions of theology, and so passed unheralded.  If Darwin had discovered that life was created by an intelligent agent - a bodiless mind that loves us, and will smite us with lightning if we dare say otherwise - people would have said "My gosh!  That's God!"
 But instead Darwin discovered a strange alien God - not comfortably "ineffable", but really genuinely different from us.  Evolution is not a God, but if it were, it wouldn't be Jehovah.  It would be H. P. Lovecraft's Azathoth, the blind idiot God burbling chaotically at the center of everything, surrounded by the thin monotonous piping of flutes.
 Which you might have predicted, if you had really looked at Nature.
 So much for the claim some religionists make, that they believe in a vague deity with a correspondingly high probability.  Anyone who really believed in a vague deity, would have recognized their strange inhuman creator when Darwin said "Aha!"
 So much for the claim some religionists make, that they are waiting innocently curious for Science to discover God.  Science has already discovered the sort-of-godlike maker of humans - but it wasn't what the religionists wanted to hear.  They were waiting for the discovery of their God, the highly specific God they want to be there.  They shall wait forever, for the great discovery has already taken place, and the winner is Azathoth.
 Well, more power to us humans.  I like having a Creator I can outwit.  Beats being a pet.  I'm glad it was Azathoth and not Odin.
 (This post begins the Evolution sequence.)
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